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Upon the Special Issue on  
Journal Track Papers in IEVC2024 

Editor: Osamu UCHIDA 
(Tokai University) 

 The 8th International Conference on Image Electronics and Visual Computing 

(IEVC2024) was held in Tainan City, Taiwan, on March 11-14, 2024, as the international 

academic event of Image Electronics Engineers of Japan (IIEEJ). It was based on the great 

success of the previous seven workshops/conferences in 2007 (Cairns, Australia), 2010 

(Nice, France), 2012 (Kuching, Malaysia), 2014 (Koh Samui, Thailand), 2017 (Da Nang, 

Vietnam), 2019 (Bali, Indonesia), and 2021(Online). The conference aims to bring together 

researchers, engineers, developers, and students from various fields in academia and 

industry to discuss the latest studies, standards, developments, implementations, and 

application systems in all image electronics and visual computing areas. 

As in previous IEVCs, IEVC2024 has two paper categories: general paper and late-

breaking paper (LBP). Also, as in the past two IEVCs, the general paper category has two 

tracks: Journal track (JT) and Conference track (CT). The journal track offers authors the 

advantage of having their papers publish in the special issue on Journal Track Papers in 

IEVC2024, scheduled for the June 2024 issue of IIEEJ Transactions on Image Electronics 

and Visual Computing. 

This special issue contains 6 papers that were accepted within the publication schedule 

of the June 2024 issue, and the second special issue on JT papers in IEVC2024 is also 

planned for the coming issues. All the papers are of high-level content and will contribute 

to further developing the field of image electronics and visual computing. 

Before concluding, I would like to express my heartfelt appreciation to all the reviewers 

and editors. Your dedication and expertise have been instrumental in improving the quality 

of the papers. I would also like to extend my deepest gratitude to the members of the 

editorial committee of IIEEJ and the staff at the IIEEJ office for their invaluable support. 
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Classification of White Blood Cells Using YOLOv7: Single and Cascade Classification 

Approaches Applied to Images Segmented by CellaVisionTM DM96 

Thalita Munique COSTA†, Yoko USAMI††, Mai IWAYA††, Yuka TAKEZAWA††, Yuika NATORI††, 

Hernan AGUIRRE‡, Kiyoshi TANAKA‡ (Honorary Member) 

† Graduate School of Medicine, Science and Technology, Shinshu University, Japan, 

†† Department of Laboratory Medicine, Shinshu University Hospital, Japan,  

‡ Academic Assembly (Institute of Engineering), Shinshu University, Japan 

<Summary> A common task executed in the medical routine is the identification, classification, quantification, and analysis 

of white blood cells from peripheral blood, which is commonly done with the help of automatic counters. Some of the most 

popular machines present low accuracy and commit relevant mistakes in the classification of the cells. In this work, we propose 

and discuss the use of the deep learning architecture YOLOv7 in the reclassification of blood cell images segmented by the 

machine CellaVision TM DM96 into 11 classes, i.e., Band Neutrophil, Segmented Neutrophil, Basophil, Eosinophil, 

Erythroblast, Thrombocyte, Lymphocyte, Lymphocyte Variant, Metamyelocyte, Monocyte, and Myelocyte, in single and 

cascade classification methods. The classification made by CellaVision TM DM96 achieved an accuracy of 76.20%, precision of 

80.93%, recall of 92.87%, and F1-Score of 86.49%. The single classification method presented a mean accuracy of 93.59%, 

precision of 96.16%, recall of 97.23%, and F1-Score of 96.69%. The Cascade method resulted in a mean accuracy of 93.85%, 

precision mean of 96.81%, a recall of 97.23%, and F1-Score of 96.83% for the same evaluation database. Both methods proved 

effective in increasing the performance in blood images classification and, mainly the cascade method, reduced the rate of more 

relevant mistakes. 

Keywords: digital pathology, white blood cells, YOLOv7, deep learning 

1. Introduction

In clinical laboratories, the identification and 

classification of blood cells, mainly white blood cells (i.e., 

WBCs) is a common task. The number of WBCs in a 

sample, the quantity of each type of WBC, and the 

identification of abnormal cells are important information 

used in the diagnosis 1). WBCs are the group of nucleated 

blood cells that play the most significant role in the defense 

of the human body against diseases, acting on immunity and 

eliminating viruses, bacteria, parasites, and fungi2). 

There are three main types of WBCs: monocytes, 

lymphocytes, and granulocytes. Granulocytes are further 

divided into neutrophils, eosinophils, and basophils. 

Neutrophils can be classified, based on maturity level, into 

band neutrophils, segmented neutrophils, myelocytes, and 

metamyelocytes. Metamyelocytes and myelocytes are rarely 

seen in the bloodstream but can be found in cases of severe 

infections. WBC disorders can be quantitative or qualitative. 

In qualitative defects, abnormal cells are present in 

circulation. Variant lymphocytes (i.e., variant) are abnormal 

lymphocyte cells1). 

Autoimmune diseases and immune deficiencies are 

examples of diseases diagnosed by the WBC count2), but 

each pathological agent modifies the number of each WBC 

type differently. Because of that, counting the number of 

cells of each type and identifying abnormal cells is also 

crucial for diagnosis. Metabolic disorders, bacteria, and 

fungi are examples that increase the number of neutrophils. 

Hepatitis, viruses, and leukemia are situations that increase 

the number of lymphocytes while HIV rubeola, and 

chickenpox reduce the quantity. Listeriosis, malaria, 

bacterial and viral infection can change the number of 

monocytes. Allergic diseases and parasites are examples that 

change the number of eosinophils and malignant 

myeloproliferative diseases, and inflammation can change 

the number of basophils found in the bloodstream2). 

Because of their shape, some other cells are commonly 

wrongly classified as WBCs by automated counters. 

Erythroblasts and Giant Thrombocytes are examples of 

these cells. Even though they are not considered WBCs, the 

analysis of thrombocytes and erythroblasts is also a step 

performed in the diagnosis of diseases. 

-- Special Issue on Journal Track Papers in IEVC2024 --
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The human classification of WBCs is a task that 

consumes a lot of time and energy for blood-specialized 

professionals and, even a very well-trained professional, can 

commit mistakes in a very busy and tiring routine. For these 

reasons, automated counters are widely used for the 

identification and classification of WBCs since they bring 

higher accuracy, consistency in results, and speed over 

manual techniques but, due to the biologically complex 

nature of cells, there isn't a single optimal method 

supporting the diagnosis in the laboratories3). 

 

 

 

 

 

 

 

 

CellaVision DM96TM 4) (i.e., CellaVision) is an 

automated image analysis system for peripheral blood 

smears, widely used in laboratories, which scan glass slides, 

identifies potential WBCs, take digital images with high 

magnification, and, using a neural network algorithm, 

outputs images of the segmented WBCs and a class label on 

a customizable computer display for confirmation or 

reclassification. Figure 1 shows images obtained by 

CellaVision. CellaVision can identify not just healthy WBCs 

but also abnormal WBCs and nucleated Red Blood Cells5). 

As also happens in other automated counters, the classes 

attributed to the cells by this system are often wrong. The 

machine offers important support in the blood analysis, 

segmenting each WBC in a different image, but, due to the 

high error rate in the classification, blood specialists must 

reassess all the segmented images and perform the 

reclassification of these cells, which is a heavy burden in 

medical routine. To solve this problem, deep learning 

algorithms can be a useful tool in the reclassification of 

these images with a higher accuracy so that manual 

reclassification is no longer necessary. 

Neural Networks and Deep Learning merged trying to 

simulate the human brain neural network process of learning 

and memorizing. Deep Learning algorithms consist of a 

multi-layered neural network architecture and, after being  

 

 

 

 

 

 

 

 

2. Literature Review 

Kratz et al.5) evaluated the clinical performance of 

CellaVision against manual microscopy. In the experiments 

performed, CellaVision achieved 82% accuracy. The correct 

classification rate was higher for mature than for immature 

and abnormal cells and the highest coefficients were 

obtained for segmented neutrophils and lymphocytes while 

the lowest were obtained for basophils and eosinophils. The 

motivation of our work is to propose a solution for 

CellaVision’s low accuracy, so the specialists don’t have to 

reclassify all the images segmented by the system. 

A paper about the WBC classification was written by 

Hedge et al.3). The authors compare the classification made 

by traditional image processing and using convolutional 

neural networks trained for 1,000 epochs. The authors used 

1,418 cropped images to build tools to classify images into 6 

Fig. 1 Cell images obtained from CellaVision: a) Basophil, b) Band Neutrophil, c) Eosinophil, d) Erythroblast e) Thrombocyte, f) Lymphocyte,  

g) Metamyelocyte, h) Monocyte, i) Myelocyte, j) Segmented Neutrophil, k) Variant Lymphocyte, l) Image outside the proposed classification 

 

 

 

 

 

 

 

trained with a large amount of data, can perform 

identifications and classifications traditionally performed 

manually6). YOLOv77) is a deep learning-based object 

detection model that stands out, among other reasons, for its 

accuracy and detection speed.  

This work studies the use of the deep learning 

architecture YOLOv7 as a tool to support the classification 

of WBC images segmented by CellaVision to increase the 

accuracy of the system and reduce the number of more 

relevant mistakes to support the diagnosis of diseases. In this 

context, we propose and evaluate the single classification 

method and the cascade classification method to classify the 

images into 11 classes (i.e., Basophil, Band, Eosinophil, 

Erythroblast, Thrombocyte, Lymphocyte, Metamyelocyte, 

Monocyte, Myelocyte, Segmented and Variant) separating 

the images in respective folders and creating an extra folder 

called Unclassified for the images that could not be 

classified with a high class-confidence value. 
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classes, i.e., lymphocytes, monocytes, neutrophils, 

eosinophils, basophils, and abnormal cells. As 

pre-processing the images were cropped to segment just the 

cell. They obtained 99% accuracy with full training CNN 

and got even better results, 99.8% using the classifier on 

hand-crafted features. 

Kutlu et al.2) evaluated the use of neural networks for 

WBC classification into 5 classes (i.e., Lymphocytes, 

Monocytes, Eosinophils, Basophils, and Neutrophils). Using 

the neural network architecture ResNet50 with a transfer 

learning method, and a database with 5,000 images (1,000 

images of each class), an accuracy of 97%, recall of 99%, 

and precision of 97% was obtained for the threshold of 0.3, 

from training the neural network 3,000 epochs. 

Shahin et al.8) used two different transfer learning 

methods, fine-tuning AlexNet neural network and deep 

activation features for training 2,551 images, including 5 

healthy WBC types. The accuracy obtained was 96.1%. 

Some versions of the YOLO series were used in the 

WBC classification. Abass et al. 9) used YOLOv2 to identify 

and classify 3 types of WBC. The goal was to support the 

leukemia diagnosis. The neural network was used in two 

steps to first segment and later classify the images, and they 

obtained an accuracy of 94.3%. The deep learning 

architecture used, YOLOv2, was launched in 2017. 

 Praveen at. al. 10) used YOLOv3 to classify 4 types of 

WBCs. The process was divided into detection and 

classification. The method achieved an accuracy of 90%. 

Their dataset doesn’t consider abnormal cases. The deep 

learning architecture used, YOLOv3, was launched in 2018. 

Akalin et al.11) used YOLOv5, launched in 2021, to 

perform the classification of 5 types of WBCs. Only the 

normal types of WBCs are used in the database and the 

classification as well. The paper's main discussion is the 

consequence of using two different neural network 

architectures combined to make the classification. The 

approach used by Akalin obtained 98% accuracy in the 

hybrid approach and 83.3% and 94.66% using YOLOv5 

with 2 different types of activation functions. Akalin’s paper 

doesn’t use a different evaluation dataset, the metrics 

discussed are the ones for the images used during the 

training of the neural network, so the method cannot be 

precisely evaluated. 

 To the best of our knowledge, no previous work was 

done with the goal of classifying WBCs from CellaVision 

into 11 classes, including abnormal cells. In the literature, it 

is most common the classification by 5 classes of normal 

WBCs, however, it is crucial to consider the abnormal cells 

in the database and classify into more precise classes for 

aiding the diagnosis in the laboratories. Also, since the deep 

learning architecture YOLO has been developing day by day, 

the authors solve this problem using the latest version, 

YOLOv7, launched in 2022, in this work. Furthermore, we 

evaluate the obtained results not only in terms of accuracy 

but also from a clinical point of view analyzing the impact 

of the mistakes for the diagnosis, while other works don’t 

evaluate the results from this point of view. 

3. Deep Learning and YOLOv7

Artificial neural networks simulate the human brain’s 

process of learning. An artificial neural network, like the 

human neural network, is composed of connected neurons.  

Fig. 2 YOLOv7 architecture 
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The information passed from one neuron to another is 

transformed according to a parameter called “weight”. These 

weights are modified in the training process. Deep learning 

architectures are neural networks with multiple layers6). 

Convolutional neural networks are deep learning 

architectures inspired by visual perception, capable of object 

detection and classification in images12). The use of 

convolutional neural networks stands out compared to 

traditional image-processing methods mainly because of the 

high performance, but also for the characteristics of the 

process. For the neural network training it's not necessary 

any pre-processing or pre-feature extraction and selection. 

The features are extracted by the convolutional layers2). 

The deep learning architecture used in this work was 

YOLOv7 that is the 7th version of the YOLO algorithm, 

released in 2022, and increased accuracy, speed (can achieve 

600fps in the detection), and ability to detect a wider range 

of objects (i.e., high performance detect either small, 

medium or big objects) compared to the previous versions of 

YOLO and some of the most used deep learning algorithms. 

YOLOv7, like some other object detectors, performs image 

recognition by predicting bounding boxes and class 

probabilities for the objects in the image, using a 

convolutional neural network to extract features from the 

image. YOLOv7 architecture is represented in Fig. 2. 

YOLO frameworks have three main components, the 

backbone, the head, and the neck. The backbone mainly 

extracts essential features of an image and feeds them to the 

head through the neck. The neck collects feature maps 

extracted by the backbone and creates feature pyramids. 

Finally, the head consists of output layers that have final 

detections. The computational block used in YOLOv7 

architecture is called Extended Efficient Layer Aggregation 

Network (i.e., E-ELAN) and allows better learning of the 

model by expanding, shuffling, and merging cardinality. 

The training process is optimized with an architecture called 

“Bag of Freebies”. Another optimization is Deep 

Supervision Label Assignment which adds auxiliary heads 

in the middle layers to help the model converge well7). 

YOLOv7 comprehends the desired characteristics for this 

study as high accuracy and speed compared to other object 

detectors, prediction of bounding boxes, the possibility of 

training many classes at the same time, and training images 

even bigger than the original size (i.e., 360×363pixels).  

4. Proposed Methods 

An overview of the methodology is shown in the 

Schematic Diagram in Fig. 3. The blood samples are input 

into the CellaVision machine that outputs WBC images 

segmented but containing many misclassifications. 

Considering the low classification accuracy by CellaVision 

and the importance of classifying normal and abnormal cells, 

we propose the reclassification of these images using 

YOLOv7 to increase the accuracy in single and cascade 

classification methods. A detailed description of both 

methods is presented in the following subsections. 

4.1 Single classification method 

In the single classification method, represented in Fig. 4, 

only one folder is prepared with all the images for the 

training dataset, subdivided into train (i.e., 80%) and 

Fig. 4 Single classification method. The images are classified into 
11 classes and separated into respective folders. An extra 
folder called Unclassified is also created for unclassified 
images  

Fig. 3 Schematic Diagram of the methodology 
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validation (i.e., 20%). The images in the subfolders are 

changed for each training in the five-fold cross-validation. 

The deep learning architecture YOLOv7 was trained for the 

classification of the images into 11 classes (i.e., band, 

segmented, basophil, eosinophil, erythroblast, thrombocyte, 

lymphocyte, variant, metamyelocyte, monocyte, and 

myelocyte). With the trained weights, the neural network 

can classify WBCs in images never seen by the neural 

network before, drawing a bounding box around these 

objects, and presenting the class with its class confidence 

value. If there is more than one detection in an image, only 

the detection with higher class confidence is considered. The 

classification algorithm creates 11 folders for each class and 

the images with the cells already classified and tagged, are 

saved in the respective folders. An extra folder called 

“Unclassified” is also created to store the images that have 

no detections with a high class confidence value. 

    The official training scripts of YOLOv7 were not 

modified but for the detection and classification, a modified 

script had to be prepared. In the case of two cells identified 

in the same image, the scripts consider only the detection 

with a higher class confidence value. The single 

classification script creates 12 folders (i.e., one for each 

class and one for unclassified images), runs the detection, 

and saves the images into the respective folders, sending the 

images with no cell detection or detection with class 

confidence value lower than 0.7 into the folder 

“Unclassified”. 

4.2 Cascade Classification Method 

For the cascade classification, represented in Fig. 5, the 

images are classified in two phases using 4 different trained 

weights set. The training dataset for cascade classification is 

composed of 4 folders, one for the first phase of the 

classification and 3 for the second phase. First, the cells will 

be classified between the 5 classes of WBCs (i.e., basophil, 

eosinophil, lymphocyte, monocyte, and neutrophil) and an 

extra class called "Not WBCs" that represent images with 

other types of cells present in the database. The 

classification algorithm creates separate folders and saves 

the classified images into different folders. In each one of 

these folders, the classification of subclasses is performed. 

The images classified as lymphocyte are reclassified into 

lymphocyte and variant, the images classified as neutrophils 

are reclassified into band, metamyelocyte, myelocyte, and 

segmented, and in the images classified as not WBCs, 

erythroblast, and thrombocyte are also reclassified. If there 

is more than one detection in an image, only the detection 

with higher class confidence is considered. 11 folders are 

created to store images from each one of the classes, and the 

“Unclassified” folder is created to store the images that have 

no detections with high class confidence values.  

The flowchart for the cascade classification detection 

script is shown in Fig. 6. The script first creates 6 folders 

(i.e., one for each WBC type and a not WBC folder), and 

inside these folders create the respective subfolders. The 

images are first classified into the 6 groups using the 1st 

layer trained weights, then all the images stored in the 

folders with subclassifications are reclassified by the 2nd 

layer trained weights for their cell type and the images are 

moved to the subclass folder. 

Fig. 5 Cascade method. First, the images are classified into 6 classes representing the 5 types of white blood cells images and another file 
for other images. In the second phase, images are reclassified into subclasses and separated into other folders, resulting in 11 class 
folders plus one extra folder for images outside the 11 defined classes. 
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4.3 “Unclassified” folder 

Sometimes, in the medical routine, abnormal cells very 

different from the ones more commonly seen are found in 

the blood samples. These cells for their different aspects are 

often not correctly classified by the machines, but their 

analysis is very important once it can happen in cases of rare 

diseases. Cases of problems in the sample preparation or the 

image scanning also can make the classification process by 

the systems difficult. It is important in the development of 

the system to consider that only images with high class 

confidence value are classified so these images don’t have to 

be reassessed by specialists. A folder called “Unclassified” 

was created to store these images that could not be classified 

with the minimum class confidence value set for no of the 

WBC types, so the specialists only must access this folder to 

identify the unusual abnormal cases. Giant Thrombocytes 

and Erythroblast cells are not WBCs but have clinical 

relevance and the number of these images segmented by 

CellaVision is very high, so it's also necessary to classify 

and separate these images into different folders inside the 

group of cells not classified as WBCs so these cells also 

don’t have to be reassessed by the professionals. 

5. Experimental Setup 

5.1 Implementation 

The computer used for the experiments has an Intel(R) 

Core (TM) i9-10900F processor, 32GB RAM, and a video 

card NVIDIA GeForce RTX 3090. The application codes 

were written in Python 3.9. 

The images obtained from CellaVision have 360×363 

pixels so, for the training, the image size set in the 

hyperparameters was 384×384, which was the closest 

possible value. The weights of the neural network were 

trained separately for each classification for 3,000 epochs. 

The weights were saved for each epoch, so the best weights 

set, i.e., the ones with higher accuracy, precision, mAP@0.5, 

and mAP@0.5:0.95 scores, were selected. 

After the training, an F1-Score graph was plotted with 

the class confidence values. By the graph, it is possible to 

analyze the F1-Score result for each possible class 

confidence value. We set a threshold value of 0.7 for all 

detections. This value got high results in the F1-Score curve 

for all the trainings and was chosen also because for the 

application is important that the cells are classified only if 

they have a high class confidence to guarantee the reliability 

of the system. For each method, five-fold cross-validation 

was performed, resulting in information about average and 

highest accuracy. 

5.2  Database 

The database includes healthy WBCs, abnormal WBCs, 

and other cells with clinical interest commonly mistaken for 

WBCs. The dataset used comprehends 5850 blood cell 

images of size 360×363 pixels, from blood samples 

collected between 2018 and 2019 in Shinshu University 

Hospital. The data comprehends only blood images and the 

class of each cell. No information from the patients was 

collected, respecting the patient’s privacy. The images were 

downloaded from the CellaVision system and classified by 

two excellent blood analysis specialists. Each one of the 

specialists analyzed the images alone and on different dates. 

Only the images classified equally for both specialists were 

used in this study. 

Fig. 6 Flowchart of the detection algorithm in cascade 
classification method 
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Images of 11 classes were obtained, i.e., band neutrophil, 

segmented neutrophil, basophil, eosinophil, erythroblast, 

lymphocyte, variant lymphocyte, metamyelocyte, monocyte, 

myelocyte, and thrombocyte. From these 5,850 images, 

2,000 were separated for the evaluation of the method and 

3,850, comprehending a similar number of each class, were 

used as training dataset.  

For each image in all the training datasets, a text file was 

created, in a specific model for YOLO training, containing a 

number that corresponds to the class, the position, and the 

size of the bounding box that involves the cell presented in 

the image. The same images were used for each neural 

network training in the single and the cascade classification 

methods. 

The 2,000 images validation dataset comprehends all the 

classes but not with equal quantities. In this evaluation 

dataset, specialists classed 269 (i.e., 13.45%) images as 

neutrophil band, 576 (i.e., 28.8%) images as neutrophil 

segmented, 101 (i.e., 5.05%) images as basophil, 97 (i.e., 

4.85%) images as eosinophil, 106 (i.e., 5.3%) images as 

erythroblast, 117 (i.e., 5.85%) images as lymphocyte, 94 (i.e., 

4.7%) images as lymphocyte variant, 143 (i.e., 7.15%) 

images as metamyelocyte, 272 (i.e., 13.6%) images as 

monocyte, 95 (i.e. 4.75%) images as myelocyte, and 130 

(i.e., 6.5%) images as thrombocyte. A blood sample contains 

different amounts of each cell (e.g., the segmented 

neutrophils amount is higher than the other blood cell types) 

so the evaluation dataset has an adequate amount of each 

class but having a greater number of segmented neutrophils 

represents better the performance that would be obtained in 

a real situation. 

5.3 Metrics for evaluation 

For the neural network training evaluation, the metrics 

used are precision (i.e., P), which represents the percentage 

of correct classifications, recall (i.e., R), which reflects the 

capability of the neural network in finding correct items, 

mAP@0.5, which is the mean average precision and can be 

calculated as the area under a precision-recall curve, and 

mAP@0.5:0.95, that considers the IoU (i.e., Area of overlap 

divided by area of union) values from 50% to 95% at step of 

5%. For the evaluation of the proposed method, besides P 

and R, the accuracy (i.e., A), which represents the 

proportion of the correct predictions, and F1-Score (i.e., F1), 

that is the harmonic mean between precision and recall, was 

also used. 

True positives (i.e., TP) represent the images correctly 

classified, False Positives (i.e., FP) are the cells identified 

with the wrong classification, and false negatives (i.e., FN) 

are the cells not classified or classified with a confidence 

value below 0.7, i.e., images in the file “Unclassified”. As 

the objective is to classify cell images already segmented by 

CellaVision, all images used contain a cell and therefore the 

system does not have true negatives. The system only aims 

to reclassify and separate the images into their respective 

folders so the limits of the bounding boxes that identify the 

cells are not evaluated. 

 

 (1) 

  (2) 

  (3) 

  (4) 

 

5.4 Five-fold Cross Validation 

A five-fold Cross Validation13) based method was used 

in the training of the neural network. The method applied 

consists of 5 trainings of the neural network. The training 

dataset is randomly divided into 5 parts, containing a similar 

number of images from each class, and, for each training, 1 

different part (i.e., 20% of the dataset) is used for the 

validation of the training while the other 4 parts, (i.e., 80% 

of the dataset) is used in the training. With this method, it is 

possible to obtain the mean error rate of the trainings, an 

error rate value more consistent than the one obtained in 

only one training. The database division is represented in 

Fig. 7. 

 

Fig. 7 Database representation for the 5 experiments for 
each method 
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5.5 Transfer learning 

Transfer learning is a method used in the training of 

neural networks that consists of using weights trained for 

different applications as a starting point for training the 

desired application. This technique reduces training time and 

can bring better results, as the neural network would already 

have a basic understanding of relevant objects and 

characteristics, such as edges, textures, and colors, among 

others. The pre-trained weights used for Transfer Learning 

in this work are provided by the YOLOv7 authors in the 

official Yolov7 repository14) and were trained to detect 80 

different classes (e.g., person, airplane, umbrella, orange, ...). 

6. Results and Discussion 

The deep learning architecture YOLOv7 showed 

satisfactory results in WBC classification. Figure 8 shows 

an example of a WBC image classified and tagged by 

YOLOv7. We show the details in the following.  

In the training phase, the cascade method showed better 

results compared to the single classification method, as we 

can see comparing Fig. 9 and Fig. 10 obtained in training 1. 

While the F1-Score for the single classification was 96%, 

the F1-Score obtained in the cascade method was 97.7%. 

Analyzing F1-Score we are, at the same time, analyzing the 

capability of the neural network in finding correct items and 

analyzing the classifications made, because of that F1-Score 

is the most important metric to be analyzed in the training.  

Table 1 shows the metrics results in CellaVision 

classification, the results for each one of the trainings, and 

the mean results for single and cascade classification. For all 

the metrics, the proposed methods obtained significantly  

 
Table 1 Results for CellaVision classification (i.e., CV), each one 

of the trainings and mean for single classification (i.e., 
SC) and cascade classification (i.e., CC) methods 

 Train A P R F1 

CV  76.20% 80.93% 92.87% 86.49% 

SC Train 1 94.7% 96.63% 97.93% 97.28% 

SC Train 2 93.85% 96.45% 97.2% 96.83% 

SC Train 3 94% 97.41% 96.41% 96.91% 

SC Train 4 91.85% 95.18% 96.33% 95.75% 

SC Train 5 93.55% 95.12% 98.27% 96.67% 

SC Mean 93.59% 96.16% 97.23% 96.69% 

CC Train 1 94.55% 95.55% 98.90% 97.20% 

CC Train 2 94.20% 97.01% 97.01% 97.01% 

CC Train 3 93.20% 97.13% 95.83% 96.48% 

CC Train 4 93.80% 97.96% 95.67% 96.80% 

CC Train 5 93.5% 96.40% 96.89% 96.64% 

CC Mean 93.85% 96.81% 96.86% 96.84% 

 
Fig.8 WBC image classified by YOLOv7 

Fig. 9  F1-Score graph for single classification method 

Fig. 10 F1-Score graphs for each classification layer in cascade 
classification method 
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better results compared to the CellaVision ones, and the 

cascade classification obtained the mean and maximum best 

results. The accuracy of the CellaVision classification for the 

validation database is 76.20%, the precision is 80.93%, the 

recall is 92.87% and the F1-Score is 86.49%. In CellaVision 

classification, 5.85% of the images were wrongly classified 

outside the proposed classes as “Artefact” and “Smudge 

cell”. In single classification, we obtained a mean accuracy 

of 93.59%, a mean precision of 96.16%, a mean recall of 

97.23%, and a mean F1-Score of 96.69%. 

The maximum values obtained in five-fold 

cross-validation were accuracy of 94.7 % in 1st training, 

precision of 97.4% in the 3rd training, recall of 98.27% in the 

5th training, and F1-Score of 97.28% in 1s training. A mean 

of 2.67% of the images were classified as “Unclassified” in 

this method. In the cascade classification method, we 

obtained a mean accuracy of 93.85%, mean precision of 

96.81%, mean recall of 96.86%, and mean F1-Score of 

96.83%. The best values obtained in five-fold 

cross-validation were an accuracy of 94.55% in 1st training, a 

precision of 97.96% in the 4th training, recall of 98.90% in 

the 1st training, and F1-Score of 97.20% in the 1st training. A 

mean of 3.05% of the images was classified as 

“Unclassified”.  

Compared to the CellaVision results, the average 

accuracy increased by 17.39 percentage points using the 

single classification method and 17.65 percentage points 

using the cascade method, the average precision increased 

by 15.23 percentage points using the single classification 

method and 15.88 percentage points using the cascade 

method, the mean recall increased 4.36 percentage points 

using the single classification method and 3.99 percentage 

points using the cascade method, and the average F1-Score 

increased 10.79 percentage points using the single 

classification method and 10.35 percentage points using the 

cascade method. The metrics for the two methods have 

approximate results, accuracy increased by 0.26, precision 

increased by 0.65, recall decreased by 0.37 and F1-Score 

increased by 0.15 percentage points from single to cascade 

classification methods. 

Table 2 shows the accuracy results, for each class and 

the mean of the accuracies, for CellaVision classification, 

single classification, first layer of cascade classification, and 

second layer of cascade classification. The biggest 

difference between the accuracy values obtained between 

single classification and cascade classification occurred in 

the "Monocyte" class where cascade classification had a 

better accuracy by 10.01 percentage points. If we consider 

Table 2 Accuracy results by class and mean of accuracies for 
CellaVision (i.e., CV) classification, single classification 
(i.e., SC), first layer of cascade classification (i.e., CC l1), 
and second layer of cascade classification (i.e., CC l2). 

Class CV SC CC l1 CC l2 

Basophil 92.07% 100% 99.41% 99.41% 

Eosinophil 98.96% 100% 100% 100% 

Lymphocyte 85.47% 92.99% 97.27% 90.28% 

Variant 31.91% 96.80% 92.98% 91.63% 

Monocyte 92.27% 83.45% 93.46% 93.46% 

Band 38.88% 95.85% 99.85% 95.20% 

Meta 50% 75.63% 99.30% 71.76% 

Myelocyte 38.94% 96.42% 99.16% 95.81% 

Segmented 91.84% 96.21% 99.76% 95.15% 

Erythroblast 77.35% 99.05% 99.43% 99.06% 

Thrombocyte 100% 100% 100% 99.38% 

Mean 72.52% 94.22% 98.24% 93.74% 

the mean of accuracies by class, which represents the 

accuracy if the sample has the same number of cells for each 

class, accuracy for single classification is 0.48 percentage 

points higher than cascade classification, but it is important 

to analyze not just the mistakes but also the kind of these 

mistakes.  

Table 3, Table 4 and Table 5 shows the error rate 

between the classes and Fig.11 shows the most common 

mistakes (i.e., higher than 3% error rate) in CellaVision, 

single classification, and cascade classification. We notice 

that in CellaVision classification, different WBC types (e.g., 

Monocyte and Myelocyte), cells that would be easily 

identified by human classification (e.g., Eosinophil and 

Erythroblast), and WBC cells with not WBC (e.g., 

Erythroblast and Lymphocyte) are commonly mistaken. We 

also notice that in single classification there are still 

common mistakes between different types of WBC (i.e., 

Lymphocyte Variant and Monocyte), and in the cascade 

classification method, mistakes between different classes are 

avoided and the images are sent to the “Unclassified” folder 

instead of being mistake with another wrong class.  

Examples of misclassifications are shown in Fig. 12. 

Here, images a) to c), were misclassified by CellaVision but 

correctly classified by both single and cascade classification 

methods, while image d) was misclassified by CellaVision 

and single classification but correctly classified by cascade 

classification. In the image a) there is an image misclassified 

with a different type of WBC, which compromises the 

analysis of quantity of each WBC type. Images in b) and c) 

show erythroblasts. In both cases, it was mistaken by WBCs 
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Table 3 Error rates between the classes in CellaVision for Fig. 11 a) 

Table 4 Errors rate between the classes in single classification for 

Fig. 11 b). 

SC Bas Met Mye Ban Seg Eos Lym Var Mon Ery Thr Unc 

Bas 100 0 0 0 0 0 0 0 0 0 0 0 

Met 0 75.6 13.2 1.97 0.28 0 0 0 0 0.28 0 8.59 

Mye 0 1.47 96.4 0 0 0 0 0.21 0 0 0 1.89 

Ban 0 0.30 0 95.8 1.93 0 0 0 0 0 0 1.93 

Seg 0.14 0 0 1.35 96.2 0 0 0 0 0 0 2.29 

Eos 0 0 0 0 0 100 0 0 0 0 0 0 

Lym 0 0 0.34 0 0 0 92.9 3.76 0 0.17 0 2.74 

Var 0 0 0 0 0 0 1.28 96.8 0 0.21 0 1.70 

Mon 0.29 0.07 0.29 0 0 0 0.37 9.56 83.4 0 0 5.96 

Ery 0 0 0 0 0 0 0.19 0.75 0 99.0 0 0 

Thr 0 0 0 0 0 0 0 0 0 0 100 0 

Table 5 Errors rate between classes in Cascade classification for 
Fig. 11 c). 

CC Bas Met Mye Ban Seg Eos Lym Var Mon Ery Thr Unc 

Bas 99.4 0 0 0 0 0 0 0 0 0 0 0.59 

Met 0 71.7 14.5 3.36 0.70 0 0 0 0.42 0 0 9.25 

Mye 0 0.62 95.8 0 0 0 0.21 0 0 0 0 3.35 

Ban 0 0.67 0 95.2 1.77 0 0 0 0 0 0 2.36 

Seg 0 0 0 1.94 95.1 0 0 0 0 0 0 2.91 

Eos 0 0 0 0 0 100 0 0 0 0 0 0 

Lym 0 0 0 0.51 0 0 90.2 4.82 0.17 0 0 4.21 

Var 0 0 0 0 0 0 0.99 91.6 1.49 0 0 5.89 

Mon 0 0 0 0.37 0 0 2.06 0 93.4 0 0 4.12 

Ery 0 0 0 0 0 0 0.57 0 0 99.0 0 0.37 

Thr 0 0 0 0 0 0 0 0 0 0 99.3 0.62 

CV Bas Met Mye Ban Seg Eos Lym Var Mon Ery Thr Oth 

Bas 92 0.99 1.98 0 0.99 1.98 0 0 0 0 0 1.98 

Met 0 50 3.52 31.7 4.23 0.70 0 0 7.04 0 0 2.82 

Mye 2.11 15.8 38.9 5.26 0 1.05 7.37 0 18.9 0 1.05 9.47 

Ban 0 0 0 38.8 48.52 3.70 0 0 0 0 0 8.89 

Seg 0.35 0 0 3.47 91.8 2.78 0 0 0 0 0 1.56 

Eos 0 0 0 0 0 98.9 0 0 0 0 0 1.03 

Lym 0 0 0 0 0 0 85.4 13.7 0 0 0 0.85 

Var 0 0 0 0 0 0 3.19 31.9 1.06 0 0 63.8 

Mon 0 0 0 0 0 0 0 6.62 92.2 0 0 1.10 

Ery 1.89 0 0 2.83 0.94 4.72 7.55 0 0.94 77.3 0 3.77 

Thr 0 0 0 0 0 0 0 0 0 0 100 0 

Fig.11 Common mistakes between classes for a) CellaVision, b) Single classification and c) Cascade classification. Intersections represents 
more than 3% of error rate between the classes. 

Fig. 12 Example of images misclassified: a) the class is 
Myelocyte. It was misclassified as Monocyte by 
Cellavision and correctly classified by single and cascade 
classification, b) the class is Erythroblast. It was 
misclassified as Eosinophil by CellaVision and Correctly 
classified by Single and cascade classification, c) the 
correct class is Erythroblast but it was misclassified as 
Lymphocyte by CellaVision and correctly classified by 
single and cascade classification, d) the class is Monocyte. 
It was misclassified as Variant by Cellavision and single 
classification but correctly classified by cascade 
classification. 
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  Table 6 Comparison with related works 

* AlexNet modified by the authors 
** All kinds of abnormal cells are considered just one class 

*** Result of the first layer of cascade classification into 6 classes 

by CellaVision, which also compromises the total WBC 

count. Besides, these images would be easily classified by 

humans. The image d) shows an example where single 

classification method misclassified an image, compromising 

the counting of each WBC type, which is a problem in the 

single classification method. 

If we consider that the images present in the 

Unclassified folder are all correctly classified by an expert, 

the new accuracy would be 96.26% for single classification 

and 96.9% for cascade classification and the images 

rechecked would be, on average, 54 for single classification 

and 61 for cascade classification what represents, 

respectively, 2.67% and 3.05% of the images that the 

professionals check without the methods. Although the 

methodologies still have errors, the health professionals who 

worked on this study consider that the error is clinically 

irrelevant, that is, the errors presented would not make any 

difference in the medical routine. Finally, Table 6 compares 

related works including the proposed methods, in which we 

compare the number of classes to be distinguished, cell 

types (normal and abnormal), deep learning architectures, 

database and images used, main features, and accuracy 

performed by each method. Note that the figures of accuracy 

in this table are only for reference since a fair comparison 

cannot be possible. 

7. Conclusions

This work studies the improvement of the quality of the 

classification, using the deep learning architecture YOLOv7 

in single and cascade classification methods, of WBC 

images segmented by the system CellaVision DM96. Both 

evaluated methods presented significantly better results than 

the ones obtained by CellaVision, not just in terms of 

metrics but also reducing the criticality of the mistakes. The 

CellaVision detections had an accuracy of 76.20%, precision 

of 80.93%, recall of 92.87%, and F1-Score of 86.49%. The 

single classification method showed an mean accuracy of 

93.59%, precision of 96.16%, recall of 97.23%, and 

F1-Score of 96.69%. The cascade method resulted in an 

mean accuracy of 93.85%, precision of 96.81%, recall of 

96.86%, and F1-Score of 96.83% for the 0.7 threshold. The 

methods separates the images into files representing their 

respective classes and a different file with the images that 

could not be classified with the chosen threshold and classes 

(i.e., “Unclassified”). The  methods, mainly the cascade 

classification, facilitate the medical routine because, without 

them, all the images obtained had to be reassessed due to the 

low accuracy of the CellaVision classification, with the 

discussed methods, with the increase in accuracy and the 

reduction of the most serious errors (e.g., errors between 

WBC and non-WBC cells, errors between different WBC 

Reference No. of 
Classes 

Cell types Deep 
Learning 

Database Main Features Accuracy 

Shahin 

et al. 8) 

5 Normal AlexNet* 3 public databases 

(2,551 images) 

Single classification + 2 

Transfer Learning methods 

92.9% 

Hedge 

et al. 3) 

6 Normal + 

Abnormal** 

AlexNet 1,418 cropped images 

(hand crafted features) 

Deep Learning + 

Traditional Image Processing 

99.6% 

Kutlu 

et al. 2) 

5 Normal AlexNet 410 images from BCCD + 
242 images from  

LISC open datasets 

Single classification 97% 

Praveen 

et al. 11) 

4 Normal YOLOv3 364 images from 

BCCD Dataset 

Segmentation and 

Classification in different steps 

90% 

Abass 

et al. 9) 

3 Leukemia YOLOv2 2,700 images diagnosed 
with Leukemia from  

VIN Hospital 

Segmentation and 

Classification in different steps 

94.3% 

Akalin 

et al. 10) 

5 Normal YOLOv5, 

Detectron2 

1,000 images from  

Raabin Health Database 

2 neural networks 

combined 

98% 

Proposed 

method 

11 Normal + 

Abnormal 

YOLOv7 5,850 images from Shinshu 
University Hospital  

obtained with CellaVision 

Single and cascade 

classification 

93.85% 

(98.24%***) 
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tipes and errors that would not be made by human 

classification), the professionals already have the cells 

separated and classified and they only need to reassess the 

images present in the folder “Unclassified”, reducing 

drastically the heavy burden (i.e., time, energy) in the 

medical routine. 

In future work, we will work on defining the maturity 

level of neutrophils to support the diagnosis of bacterial 

infection. We will also implement the proposed method in a 

medical laboratory and compare the performance using 

other new neural network architectures.  

References 

1) Harold Schumacher, William Rock, Sanford Stass, Handbook of 

Hematologic Pathology, CRC Press; 1 edition (2000). 

2) Hüseyin Kutlu, Engin Avci, Fatih Özyurt: "White Blood Cells 

Detection and Classification Based on Regional Convolutional 

Neural Networks", Medical Hypotheses, Volume 135, 2020, 

109472, ISSN 0306-9877, 

 https://doi.org/10.1016/j.mehy.2019.109472. 

3) Roopa B. Hegde, Keerthana Prasad, Harishchandra Hebbar, Brij 

Mohan Kumar Singh: "Comparison of Traditional Image 

Processing and Deep Learning Approaches for Classification of 

White Blood Cells in Peripheral Blood Smear Images", 

Biocybernetics and Biomedical Engineering. Volume 39, Issue 

2, 2019, pp. 382–392, ISSN 0208-5216.  

https://doi.org/10.1016/j.bbe.2019.01.005. 

4) CellaVision DM96 –Automated Digital Cell Morphology–, 

2009. Sysmex America Inc. Document Number MKT10-1033 

06/2009 2M.  

https://www.sysmex.com/US/en/products/hematology/cellimage

analysis/documents/brochure_dm96.pdf. Accessed 31 August 

2023. 

5) Alexander Kratz, Hans-Inge Bengtsson, Jeanne E. Casey, Joan 

M. Keefe, Gail H. Beatrice, Debera Y. Grzybek, Kent B. 

Lewandrowski, Elizabeth M. Van Cott: “Performance 

Evaluation of the CellaVision DM96 System: WBC 

Differentials by Automated Digital Image Analysis Supported 

by an Artificial Neural Network”, American Journal of Clinical 

Pathology, Volume 124, Issue 5, November 2005, pp. 770–781, 

https://doi.org/10.1309/XMB9K0J41LHLATAY. 

6) Yu-chen Wu, Jun-wen Feng: “Development and Application of 

Artificial Neural Network2, Wireless Pers Commun102, pp. 

1645–1656 (2018). https://doi.org/10.1007/s11277-017-5224-x. 

7) Chien-Yao Wang, Alexey Bochkovskiy, Hong-Yuan Mark Liao: 

“YOLOv7: Trainable bag-of-freebies sets new state-of-the-art 

for real-time object detectors”, Jul 2022.ArXiv./abs/2207.02696 

8) Ahmed Ismail Shahin, Yanhui Guo, Khalid M. Amin, Amr A. 

Sharawi: “White Blood Cells Identification System Based on 

Convolutional Deep Neural Learning Networks”, Computer 

Methods and Programs in Biomedicine, Volume 168, 2019, pp. 

69–80, ISSN 0169-2607,  

https://doi.org/10.1016/j.cmpb.2017.11.015. 

9) Shakir Mahmood Abass, Adnan Mohsin Abdulazeez, Diyar 

Qader Zeebaree. "A YOLO and Convolutional Neural Network 

for the Detection and Classification of Leukocytes in Leukemia", 

Indonesian Journal of Electrical Engineering and Computer 

Science 25.1, 200–213 (2022). 

10) Fatma Akalin, Nejat Yumusak. "Detection and Classification of 

White Blood Cells with an Improved Deep Learning-Based 

Approach." Turkish Journal of Electrical Engineering and 

Computer Sciences 30.7, 2725–2739 (2022). 

11) Nalla Praveen, et al. "White Blood Cell Subtype Detection and 

Classification", 2021 8th International Conference on Electrical 

Engineering, Computer Science and Informatics (EECSI). IEEE 

(2021). 

12) Jiuxiang Gu, Zhenhua Wang, Jason Kuen, Lianyang Ma, Amir 

Shahroudy, Bing Shuai, Ting Liu, Xingxing Wang, Gang Wang, 

Jianfei Cai, Tsuhan Chen: “Recent Advances in Convolutional 

Neural Networks”, Pattern Recognition, Volume 77, 2018, pp. 

354–377, ISSN 0031-3203,  

https://doi.org/10.1016/j.patcog.2017.10.013. 

13) Chang-Xue Jack Feng, Zhi-Guang Samuel Yu, Unnati Kingi, M. 

Pervaiz Baig: “Threefold vs. Fivefold Cross Validation in 

One-hidden-layer and Two-hidden-layer Predictive Neural 

Network Modeling of Machining Surface Roughness Data”, 

Journal of Manufacturing Systems. Volume 24, Issue 2, 2005, 

pp. 93–107, ISSN 0278-6125,  

https://doi.org/10.1016/S0278-6125(05)80010-X. 

14) Yolov7 repository. Available at  

https://github.com/WongKinYiu/yolov7 on September 2023. 

 

(Received Oct 15, 2023) 

(Revised Dec 20, 2023) 

 

 

13

IIEEJ Transactions on Image Electronics and Visual Computing Vol.12 No.1 （2024）

https://doi.org/10.1016/j.bbe.2019.01.005
https://www.sysmex.com/US/en/products/hematology/cellimageanalysis/documents/brochure_dm96.pdf.%20Accessed%2031%20August%202023
https://www.sysmex.com/US/en/products/hematology/cellimageanalysis/documents/brochure_dm96.pdf.%20Accessed%2031%20August%202023
https://www.sysmex.com/US/en/products/hematology/cellimageanalysis/documents/brochure_dm96.pdf.%20Accessed%2031%20August%202023
https://doi.org/10.1309/XMB9K0J41LHLATAY
https://doi.org/10.1007/s11277-017-5224-x
https://doi.org/10.1016/j.cmpb.2017.11.015
https://doi.org/10.1016/j.patcog.2017.10.013
https://doi.org/10.1016/S0278-6125(05)80010-X
https://github.com/WongKinYiu/yolov7%20on%20September%202023


  

Thalita Munique COSTA 
She received her B.S. and M.E. degrees in 

Electronic Engineering, and in Science, Area of 
Concentration: Biomedical Engineering, from 
Federal University of Technology - Paraná 
(UTFPR), Brazil in 2018 and 2020, respectively. 
She is now a Dr. Eng. Candidate in 
Telecommunication System at Shinshu 
University, Nagano, Japan. Her research 
interests include Digital Pathology, Artificial 
Intelligence, and Image Processing. 

Yoko USAMI 
She received her Ph.D. degree from Tokyo 

Medical and Dental university, Tokyo, Japan in 
2013. She joined the Department of Laboratory 
Medicine at Shinshu University Hospital, Japan 
where she is currently a vice tech supervisor. 
Her research interests include Laboratory 
Medicine, Clinical Chemistry, and Clinical 
Laboratory Immunology. 

Mai IWAYA 
   She received her M.D. degree from Shinshu 
University in 2005. She completed anatomical 
pathology residency at Shinshu University 
Hospital in 2011 and completed gastrointestinal 
pathology fellowship at University of Toronto, 
Canada in 2018. She received the Ph.D. degree 
from Shinshu University in 2019. She joined the 
department of laboratory medicine at Shinshu 
University in 2018 and currently, works as an 
associate professor/lecturer. Her research 
interests include artificial intelligence in the 
pathology field. 

Yuka TAKEZAWA 
   She joined the Department of Laboratory 
Medicine at Shinshu University Hospital, Japan 
in 2007. She received her Ph.D. degree from 
Shinshu University in 2014 and currently, works 
as a chief. Her research interests include 
Laboratory Medicine and Clinical Hematology.  

Yuika NATORI 
   She received her bachelor's degree from 
Teikyo University. She joined the Department of 
Laboratory Medicine at Shinshu University 
Hospital in 2014. She is currently in charge of 
blood and urine tests. Her research interests 
include laboratory medicine and clinical 
hematology. 

Kiyoshi TANAKA (Honorary member) 
He received his B.S and M.S. degrees in 

Electrical Engineering and Operations 
Research from the National Defense Academy, 
Yokosuka, Japan, in 1984 and 1989, 
respectively. In 1992, he received the Dr. Eng. 
Degree from Keio University, Tokyo, Japan. In 
1995, he joined the Department of Electrical 
and Electronic Engineering, Faculty of 
Engineering, Shinshu University, Nagano, 
Japan, and currently, he is a full professor in 
the Academic Assembly (Institute of 
Engineering) of Shinshu University. He is the 
former Vice-president of Shinshu University in 
charge of international affairs. His research 
interests include image and video processing, 
3D point cloud processing, information hiding, 
human visual perception, evolutionary 
computation, multi-objective optimization, 
smart grid, and their applications. He is a 
honorary member and a fellow of IIEEJ, a 
member of IEEE, IEICE, IPSJ, JSEC, and so 
on. 

Hernan AGUIRRE 
He received an engineering degree in 

computer systems from Escuela Politécnica 
Nacional, Ecuador, in 1992 and a Ph.D. from 
Shinshu University, Japan, in 2003. He is a 
Professor at Shinshu University. His research 
interests include evolutionary computation and 
learning, multidisciplinary design 
optimization, computational intelligence, and 
sustainability. He has published over 220 
international journal and conference research 
papers on evolutionary algorithms, focusing on 
the working principles of single-, multi-, many-, 
and any-objective evolutionary optimizers, 
landscape analysis, epistasis, algorithm design, 
and real-world applications. He received the best 
paper award at GECCO in 2011, 2015, and 2020. 
His students have received the best student paper 
award at EMO 2019 and ECTA 2023. He served 
as the Editor-in-Chief for the Genetic and 
Evolutionary Computation Conference 2018 and 
as a Program Co-Chair for Parallel Problem 
Solving from Nature 2022. He serves on the 
ACM SIGEVO Executive Board, is Associate 
Editor of the ACM Transactions on Evolutionary 
Computation and Learning, and is a member of 
the Editorial Board of the Evolutionary 
Computation Journal, MIT Press. He is a 
member of ACM, IEEE, IEICE, and IPSJ. 

14

IIEEJ Transactions on Image Electronics and Visual Computing Vol.12 No.1 （2024）



IIEEJ Paper

VigNet: Semiautomatic Generation of Vignette Illustrations from Video
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<Summary> A variety of summarization techniques has recently been proposed to manage the growing volume of me-
dia data, but most are oriented toward homogeneous media conversion, resulting in a limited compression ratio. In this
study, we focus on the creation of a vignette illustration that represents the story in an animation or game briefly and that
allows the viewer to understand its world perspective at a glance. If video can be converted into vignette illustration, it is
expected to provide a more highly compressed summary of the media information. This paper proposes VigNet, a system
that semiautomatically converts an input video into vignette illustrations so they reflect users’ preferences.

Keywords: video summarization, media conversion, machine learning, world perspective visualization

1. Introduction

A variety of summarization techniques has been proposed to
manage the growing volume of media data1). However, most
approaches are aimed at compressing information of the same
modality, resulting in a limited compression rate. To achieve
an efficient summarization, it is essential to explore the po-
tential of heterogeneous media conversion. Thus, this study
focuses on vignette illustrations, miniature diorama-like illus-
trations that represent the condensed story content of animated
films and games for entertainment purposes. The modality of
illustration remains visual, but it clearly differs from video, as
shown in Fig. 1.

As a result of our own preliminary analysis of approxi-
mately 20,000 examples on Pinterest11) and other related web-
sites, we found that a vignette illustration should consist of the
following five elements:

• Characters: The main character and others

• Stage: Base for positioning characters

• Background: Background scene with vague outlines

• Supporters: Objects supporting characters

• Effects: Visual effects that enhance characters

Figure 1 gives an example of a vignette illustration and the five
elements. In vignette illustrations, the characters and stage are
essential elements, while the other three are ancillary elements
that may be combined as needed. Furthermore, a typical char-
acteristic of vignette illustrations is that they often depict the
full-body images of characters. In addition, it is a notable fact
that some parts of the background may be omitted.

The conversion from an input video to vignette illustrations
may be considered one of the most important topics in visual
intelligence. Most existing video summarization techniques
focus primarily on selecting frames, whereas the synthesis of
vignette illustrations requires not only the selection of frames
but also the placement of elements, with subtle adjustments
to their color tones and more, which is far more challenging.
Generative models that convert natural language expressions
to images have recently emerged, but only with conventional
generative models, making it hard to generate vignette illustra-
tions adaptively that arrange viewers’ target contents from the
video. While large language models are excellent at generat-
ing a variety of images, they are ineffective at generating con-
sistent images robustly because they are susceptible to slight
changes in input parameters and training data. Therefore, gen-
erating vignette illustrations from video requires a judicious
combination of various visual computing methods, including
video processing and image synthesis.

Fig. 1 An example of a vignette illustration with the five
elements. This example includes all elements,
but some vignette illustrations may not include
the Background, Supporters, or Effects.

-- Special Issue on Journal Track Papers in IEVC2024 --
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Fig. 2 Example execution of the VigNet system. Input video6) (a) is semiautomatically converted to an output illustration (b)

Fig. 3 VigNet processing framework

This paper proposes a system called video image genera-
tive network (VigNet), which generates semiautomatically vi-
gnette illustrations from a video, reflecting user preferences
by means of semantic segmentation and the additional learn-
ing of image synthesis models. An example of the system’s
execution is shown in Fig. 2.

2. Related Work

Composable diffusion14) is one of the latest generative mod-
els for heterogeneous media conversion, enabling various
combinations of different media formats. By mediating the
noise between different input and output media, it can han-
dle many combinations of input and output modalities. How-
ever, the paper, which focuses on composable diffusion mod-
els, does not consider conversion from video to static images,
nor does it provide any examples of results for this specific
type of conversion.

Meanwhile, NewsThumbnail8) is a system that generates
automatic thumbnails from news videos by screening contents
that are semantically similar to the user’s query and combin-
ing them. However, its results are displayed only in the form of
multiple snapshots arranged with keywords, so NewsThumb-
nail does not have as high a condensed impression as VigNet.

To the best of our knowledge, there are no known reported
studies on the conversion of a video to a single still image that
is not merely an enumeration of the contents.

3. System

As shown in Fig. 3, the processing framework of VigNet
is based on the preliminary analysis mentioned in Chapter 1.
Note in the current framework that non-character elements are
aggregated into a stage without distinguishing among them.
Hereafter, the image area for characters, or the stage, is re-
ferred to as the character or stage material, respectively. Both
materials are generated independently in the process outlined
in Section 3.1 and Section 3.2 and are combined in the pro-
cess of Section 3.3 to yield a vignette illustration. In addition,
Fig. 4 and Fig. 5 use the video Alike6) to illustrate the interme-
diate processes of the system.

3.1 Character material generation

We refer to frames capturing the full bodies of characters
as candidate character frames, which are extracted using
the following procedure. First, for frames extracted at regu-
lar intervals from the input video, we use the Grounded Seg-
ment Anything Model (Grounded SAM)4) 9) to detect charac-
ters in the frames by specifying “character” as the prompt.
Then, only frames in which detected bounding boxes do not
touch the image boundary are selected, because vignette illus-
trations typically portray the full bodies of characters. In ad-
dition, frames in which characters overlap with other objects
are manually excluded, by which process we obtain candidate
character frames, as shown in Fig. 4(a).
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Fig. 4 Character material extraction. (a) Candidate character
frame examples and (b) Clipped results

Second, candidate character frames are displayed to users,
where each detected character is enclosed in a red frame of
the Grounded SAM. Then, the users are prompted to select
their favorite frame, referred to hereafter as the representative
character frame.

Third, the character material is extracted from the rep-
resentative character frame using the mask generated by the
Grounded SAM, the actual results of which are shown in
Fig. 4(b). If there is more than one character in the frame, the
relative positions of the characters in the original frame are
also stored and referenced, as will be shown in Section 3.3.
This relative positioning effectively reflects the relationships
between characters. In many cases, the distance between char-
acters within a frame image represents their psychological dis-
tance. When there is a problem in their relationship, characters
are often depicted physically apart in the frame. Conversely,
when characters harbor intimate feelings for each other, they
are typically shown close together. It can be seen in the anima-
tion Alike, as illustrated in Fig. 4, that characters stand apart
in scenes of disagreement (second from the left), and are re-
markably close in scenes of agreement (fourth from the left).

3.2 Stage material generation

We refer to frames capturing stages as candidate stage
frames, and they are extracted by the following procedure.
First, by comparing the average absolute error of consecutive
frame images, cuts in the input video are detected. Then, a
frame located in the middle of each detected cut is extracted.
For these frames, the Grounded SAM is once again applied
to detect characters and to select only frames in which a rel-
atively small proportion of the scene is occupied by the char-
acters. Next, captions for each frame are obtained using the
BILP Image Captioning Large Model7). From these captions,
frames in which the stage is mentioned are selected using
the GPT-3.5-turbo model10) of the ChatGPT API. Through
this process, we obtain candidate stage frames, as shown in
Fig. 5(a).

We detail a method for leveraging ChatGPT to determine
whether a caption describes the background context. This
procedure involves the input of concatenated text, consisting

Fig. 5 Stage material generation. (a) Candidate stage frame
examples and (b) Process of converting a representative
stage frame into stage material

of a specific prompt and the caption to be assessed, into the
API. The content of the prompt is, “I will input the text now.
Please respond only with the number．In the following texts,
answer 1 if the first noun is a character, such as a person or
animal, and otherwise answer 2.” Based on the instruction, if
the response returned from the ChatGPT API is ‘2,’ it is de-
termined that the caption pertains to the background context.
Initially, the accuracy of a single assessment by the ChatGPT
API was approximately 80%. To achieve higher accuracy, we
conducted 10 rounds of evaluations, designating the final can-
didate stage frame only if the caption was judged as ‘2’ five or
more times. This approach improved the accuracy up to about
90%. However, there remains room for exploration to refine
the prompts entered into ChatGPT and improve the accuracy
of this method.

Second, candidate stage frames are presented to users for
selection of the representative stage frame, defined as the
frame the users find most appealing. If the second candidate
in Fig. 5(a) is selected as the representative stage frame, the
processing described later is executed based on the frame, as
shown in Fig. 5(b).

Third, a stable diffusion model12) is additionally trained by
Low-Rank Adaptation (LoRA)3) using training data frames
extracted from an input video at regular intervals. We also
employed the Counterfeit-V2.5 model2), which was tailored to
produce anime-style images, as the pre-fine-tuned model.

Fourth, with the following stable diffusion models, stage
material is generated from the representative stage frames via
two-step img2img, as shown in Fig. 5(b). In the first step, us-
ing the pre-fine-tuned model, an image is generated by taking
as inputs the caption of a representative stage frame and an
existing vignette illustration to use as a template image. The
output image is currently defined as the base image. In the sec-
ond step, the same caption and base image are used as inputs
to generate the stage material using the post-fine-tuned model.
In the initial phase of generation, the base image may fail to
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(a) Frames of the input video, extracted at 1,000-frame intervals

(b) Representative frames and output results. The representative character frames are enclosed in blue, the representative stage frames in
green, and the vignette illustrations generated by their combination are encompassed in red

Fig. 6 Frame images and examples of output results with Alike6) as the input video

capture the color scheme and ambience of the video. However,
in the subsequent phase, the stage materials accurately reflect
the video’s color palette and atmosphere.

3.3 Image synthesis

Initially, the character material is automatically resized to
ensure appropriate scaling within the vignette illustrations. As
described in Chapter 1, the preliminary analysis revealed that
the number of characters typically present in a single vignette
illustration ranges from one to two. Furthermore, it was empir-
ically determined that the total area occupied by the characters
in an illustration should be approximately 0.1 × the number of
characters. Based on this empirical rule, the character assets
were resized accordingly.

Second, the Grounded SAM was used to detect the charac-
ters’ foothold on the stage material and to place the characters
by specifying “floor surface” as the prompt. If one character
is present, they are placed at the center; otherwise, they are
superimposed on the stage material, reflecting their position
in the representative character frame. In this way, the charac-
ter(s) and stage material are merged into a vignette illustration.

4. Results

We used a personal computer with CPU: 12th Gen In-
tel(R) Core(TM) i9-12900H @2.30GHz, RAM: 64 GB, GPU:
NVIDIA GeForce RTX 3080 Ti, and Python 3.8.16 to imple-

Table 1 Detailed statistics for additional training. M4.1 is
defined as the model used in Section 4.1, and M4.2a,
M4.2b, and M4.2c as the models used in Section 4.2.
The video (a) is Alike6), (b) Grump in the Night 5),
and (c) Flow13)

Model M4.1 M4.2a M4.2b M4.2c
Video (a) (a) (b) (c)

#learning frames 1,021 103 61 50
#total learning steps 204,200 20,600 12,200 10,000

Training time 24h 17m 3h 31m 1h 50m 1h 41m
Loss 0.0851 0.103 0.14 0.146

ment the current prototype system of VigNet. For the exper-
iments, we exclusively used modifiable CG animation videos
that are licensed under Creative Commons license to ensure
their appropriateness for publication. As vignette illustrations
are often derived from anime and game artworks, we evaluated
whether VigNet could generate vignette illustrations from ac-
tual anime productions.

4.1 Execution example

The short movie Alike6) was used as an input to the sys-
tem, some frames of which are shown in Fig. 6(a). The work
consists of 10,208 frames in total, and it is 6 minutes and 48
seconds long. We prepared a model trained with frame images
extracted at 10-frame intervals from the input video, which

18

IIEEJ Transactions on Image Electronics and Visual Computing Vol.12 No.1 （2024）



(a) Alike6)

(b) Grump in the Night5)

(c) Flow13)

Fig. 7 Frames of input videos, and examples of representative stage frames and their output results. Frames of input videos are
extracted at 1,000-frame intervals

took 24 hours and 17 minutes to train. The parameters include
a repetition count of 20, epoch number of 10, training batch
size of 10, network rank of 8, and no normalized images. The
detailed statistics of the additional training are shown in Ta-
ble 1. The procedure in Section 3.1 automatically extracted
41 frame images, 13 of which were manually extracted as can-
didate character frames, and the procedure in Section 3.2 re-
sulted in 10 candidate stage frames. Meanwhile, candidate
character frames were extracted manually, as opposed to the

candidate stage frames, which were extracted automatically.
Thus, the number of intermediate frames did not confuse the
user when making their choice. Several representative frames
and output results are shown in Fig. 6(b), and the five output
results cover the user’s selection of representative frames from
the candidate frames in various combinations. In all cases,
output illustrations were generated so they would convey the
features of the frame images selected by the first author and
summarize the content of an input video.

19

IIEEJ Transactions on Image Electronics and Visual Computing Vol.12 No.1 （2024）



For VigNet to function effectively with input videos, we
consider two necessary conditions. The first is the inclusion of
frames that display the full body of the character without any
other objects overlapping it in the foreground. The second is
the inclusion of candidate stage frames in which characters do
not appear. At present, the system requires the manual selec-
tion of candidate character frames and representative frames
by the user, but we have a plan to make it fully automatic in
the future.

Even when live-action videos are input into VigNet, if the
above two necessary conditions are met, VigNet is expected to
function effectively. The object detection feature of Grounded
SAM used in VigNet has proven effective not only with ani-
mated images but also with live-action images. When using
live-action videos as input, it may be necessary to adjust the
prompts slightly for object detection, but otherwise, it is an-
ticipated that vignette-style live-action images would be gen-
erated. Furthermore, some of the stable diffusion models used
for image generation excel at producing photorealistic images.
Therefore, using a model specialized in generating realistic
images rather than the Counterfeit-V2.5 model used in this
study might yield better results.

4.2 Sensitivity analysis
We investigated how changes to an input video affect the

output illustrations. In addition to Alike, two other videos,
i.e., Grump in the Night 5) by Kris Theorin, Somethings Awry
Production and Flow13) by The Animation School, were se-
lected as inputs. Table 2 compares the three videos in terms
of several features. The parameters are consistent across all
cases, with a repetition count of 20, epoch number of 10, train-
ing batch size of 10, Network Rank of 8, and no normalized
images. The detailed statistics of the additional training are
shown in Table 1.

Alike contains both indoor and outdoor scenes, while Grump

in the Night and Flow are composed mostly of indoor scenes
and outdoor scenes, respectively. As a dataset for the learn-
ing model, frame images were commonly extracted from each
video at 100-frame intervals. For image generation, denoising
strength was set as follows: when using img2img to gener-

Table 2 Features of input videos. (a) is Alike6), (b) is
Grump in the Night 5), (c) is Flow13)

Title (a) (b) (c)
Duration 6m 48s 4m 13s 3m 24s

#total frames 10,208 6,096 4,924
#cuts 76 103 16

Main scenes indoor & outdoor indoor outdoor
#characters 3 4 3

ate base images, the denoising strength was set to 0.75. Con-
versely, for the generation of stage materials with img2img,
the strength was adjusted to 0.90. These settings were adopted
as a consistent criterion for image generation within our sen-
sitivity analysis.

Figure 7 gives frames of input videos and examples of two
representative stage frames based on which two vignette illus-
trations were generated. The visual representation of the stage
materials varies significantly depending on the chosen repre-
sentative stage frame. Furthermore, even when using the same
representative stage frame, by merely adjusting the seed value
in img2img, it becomes evident that stage materials with sim-
ilar yet distinct appearances can be generated.

In the current version of VigNet, elements other than char-
acters are aggregated into the stage. Indeed, Fig. 7(b) extracts
the room as a background, while Fig. 7(c) contains coral as
a supporter. Because the input videos used in this experiment
did not contain any effects, it follows naturally that the out-
put illustrations also lacked effects. Moreover, it was easier to
generate a higher quality stage material from a video such as
Flow, with sequences of similar supporters, than from another

Fig. 8 Examples of Failures

Fig. 9 Examples output by VigNet for different amounts of
model training data．(a) was generated using a model
trained on 103 frame images, while (b) was generated
with a model trained on 1,021 frame images
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Fig. 10 Results of questionnaire

one, such as Grump in the Night, which contains many dif-
ferent supporters. Another reason for the low quality of the
generated illustrations in Grump in the Night may be the high
frequency of cuts.

Moreover, it was found that an insufficient number of im-
ages in the training dataset failed to generate high-quality
stage materials. Figure 8 shows two resulting illustrations
that use stage materials based on two outdoor frames from
Grump in the Night. Because most of this video is composed
of indoor scenes, when attempting to generate outdoor scenes,
the training data were insufficient, resulting in stage materi-
als that hardly reflect the appearance of the house or weather
conditions.

Conversely, it was found that as the amount of image data
for training increased, VigNet was able to generate high-
quality stage materials. Figure 9 compares the output results
of VigNet when the amount of training data for the model
varies. Figure 9(a) was generated using a model trained on
103 frame images, while Fig. 9(b) was generated with a model
trained on 1,021 frame images. Upon comparison, it is obvi-
ous that (b) reproduces the shape and color of the objects in
the input video more accurately. In fact, the model that pro-
duced (a) exhibited a loss of 0.103, whereas the model that
generated (b) demonstrated a lower loss of 0.0851, indicating
that the latter achieved a smaller loss value.

4.3 Evaluation experiments
We conducted an evaluation experiment concerning the out-

put results for Alike as the input video. For a rewarded
viewer evaluation, we collected 26 non-professional partici-
pants (50–50 split between genders). The participants ranged
in age from their late teens to late twenties. As a reward, each
was offered snacks and beverages. The procedure for the eval-
uation experiment is as follows.

1. We let them freely watch the movie, Alike, and then asked
them to imagine their own vignette illustration.

2. After briefly introducing the process flow of the VigNet

Table 3 Questionnaire items
a Did any of the candidate character frames include the char-

acters you imagined?
b Did any of the candidate stage frames include the back-

ground you imagined?
c How much of a difference is there between your imagined

vignette illustration and the output illustration?
d Under the assumption that the quality of your imagined il-

lustration is 0, what is the quality of the output
illustration?

e Do you think the output image is a vignette illustration?
f Which reminds you more of the content of the video, Alike’s

YouTube thumbnail, as shown in Fig. 11, or the
output image?

g Does the output image condense the essence of what you
consider important in the video?

h Does the output image express the world perspective of the
video?

Fig. 11 Alike’s YouTube thumbnail

system, we asked each to choose two representative
frames from the candidate frames.

3. We presented each with VigNet’s output illustrations cor-
responding to their selected combinations.

4. We asked them to answer a questionnaire to evaluate the
output illustrations while comparing with the vignette il-
lustrations they imagined.

Table 3 lists eight questions asked in the questionnaire, and
Fig. 10 shows the results of each. The participants in the eval-
uation experiment were asked to answer the questions on a
7-point scale from +3 to -3. Positive (+3 to +1) and negative
(-3 to -1) results are indicated by the reddish and bluish color
gradations, respectively, except for neutral evaluations (0), in-
dicated in white.
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As a result, 60% of participants answered that the results
generated by VigNet were close to their imagined vignette il-
lustrations, more than 90% stated the results summarized the
video well, and all participants reported that the results ex-
pressed the world perspective of the video.

Many participants commented that they would like various
supporters, including the violin, the stacked books, and the
character’s bag, to appear in an output illustration. Each of
the participants had different ideas of what elements should
be included in the output image. Several participants specifi-
cally mentioned that if such supporters could be added to the
VigNet output, the result would be extremely close to their
own vignette illustrations. This suggests that VigNet’s results
reflect common ideas shared among participants.

Based on this feedback, we would like to enable VigNet to
reflect users’ preferences by placing supporters explicitly in
its outputs. We also have a plan to conduct additional experi-
ments to evaluate the system’s usability after a careful redesign
of the system’s user interface. Furthermore, future studies will
compare the outputs generated by VigNet with vignette illus-
tration drawn by professional artists.

5. Conclusion

Regardless of the kind of metaverse realized, the value of
a still image that provides a bird’s-eye view of the world will
remain unchanged. In this paper, therefore, we proposed the
VigNet system for generating vignette illustrations semiauto-
matically from computer graphics animation videos by com-
bining semantic segmentation and fine-tuned image synthesis
models. The evaluation experiments conducted empirically
proved that the prototype system of VigNet can robustly vi-
sualize the world perspective of videos on a small scale, while
reflecting users’ preferences.
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<Summary> Multitask learning can be utilized to efficiently acquire common factors and useful features

among several different tasks. This learning method has been applied in various fields because it can

improve the performance of a model by solving related tasks with a single model. One type of multitask

learning utilizes auxiliary tasks, which improves the performance of the target task by learning auxiliary

tasks simultaneously. In the video game strategy task, unsupervised reinforcement learning and auxiliary

learning (UNREAL) has achieved a high performance in a maze game by introducing an auxiliary task.

However, in this method, the auxiliary task must be appropriate for the target task, which is very difficult

to determine in advance because the most effective auxiliary task will change dynamically in accordance

with the learning status of the target task. Therefore, we propose an adaptive selection mechanism called

auxiliary selection for auxiliary tasks based on deep reinforcement learning. We applied our method to

UNREAL and experimentally confirmed its effectiveness in a variety of video games.

Keywords: deep learning, auxiliary task, reinforcement learning

1. Introduction

Real-world problems are complex mixtures of various

elements, and even seemingly disparate tasks can be

closely related. Solving these different tasks simultane-

ously with a single model can improve the model perfor-

mance and reduce training time. This learning method,

known as multitask learning, can efficiently acquire fac-

tors and useful features that are common to several dif-

ferent tasks. Research in the field of image recognition

has shown that model performance can be improved by

learning class classification, object detection, segmenta-

tion, etc. simultaneously1)–4). In the field of natural lan-

guage, training part-of-speech classification, sentence seg-

mentation, and sentence relation values simultaneously is

also known to be effective5),6).

Auxiliary learning is a type of multitask learning that

improves the performance of the main task as a kind of

normalization by adding auxiliary tasks unrelated to the

main task to be solved to the learning target task and

by learning the auxiliary tasks at the same time. In

automated driving, the accuracy of the main task can

be improved by utilizing depth estimation and semantic

segmentation from in-vehicle camera images as the main

task and introducing time and weather estimation as the

auxiliary tasks7). In video games, game scores have been

improved by introducing three different auxiliary tasks to

the main task, which is a game strategy based on deep

reinforcement learning (DRL)8). The auxiliary tasks in

these studies were designed to be tasks that were unre-

lated to the main task but that were intuitively thought

to contribute to the main task. For example, the domain

of an in-vehicle camera image is highly dependent on the

time of day and the weather conditions. Since auxiliary

tasks are designed manually, they do not necessarily con-

tribute to solving various main tasks. On the contrary,

some of them may actually interfere with learning, de-

pending on the main task. While this problem could po-

tentially be solved by carefully designing auxiliary tasks

that depend on the main task, it is expensive to verify

the effectiveness of auxiliary tasks. In learning methods

that introduce these auxiliary tasks, the loss function is

a weighted sum of each task, including the main task.

Therefore, the weight of each task, i.e., the ratio of the

mixing gradients for each task, is important for learning.

However, it is difficult to set the optimal weights in ad-

vance because they depend on the nature of the main task

and the training stage.

In response to these challenges, the purpose of our cur-

rent study is to adaptively select an auxiliary task suit-
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able for the main task. In this paper, we propose a new

auxiliary task selection mechanism, called auxiliary selec-

tion, which adaptively selects auxiliary tasks according to

the main task. Specifically, it is designed as a DRL agent

that outputs weights for each auxiliary loss and adap-

tively selects auxiliary tasks for network updates on the

basis of the main task. The auxiliary selection model is

trained simultaneously with other models and shares the

reward signal with the main task to find the appropriate

auxiliary task according to the training stage of the main

task. We apply auxiliary selection to UNREAL, a method

that introduces auxiliary tasks into video game strategy,

and analyze the selected auxiliary tasks and game scores

to determine the selection of suitable auxiliary tasks for

the main task.

The contributions of our study are as follows.

• Our method efficiently improves the performance of

the main task by utilizing deep reinforcement learn-

ing to select the optimal auxiliary task according to

the training stage and scene.

• Our method automatically suppresses unnecessary

auxiliary tasks and prevents the main task from los-

ing accuracy, thus reducing the cost of designing aux-

iliary tasks.

2. Related Works

2.1 Improving the performance of the main
task by introducing auxiliary tasks

In the field of multitask learning, many investigated

have studied how to improve the performance of the main

task by introducing auxiliary tasks. These studies are

described below, with a focus on supervised learning and

deep reinforcement learning.

In the field of supervised learning, Liebel et al. in-

troduced semantic segmentation and depth estimation

as main tasks in automated driving and auxiliary tasks

for time and weather estimation7). They reported that

the auxiliary tasks of time and weather estimation con-

tributed to improving the accuracy of the main task.

Zhang et al. achieved more robust face landmark detec-

tion by simultaneously optimizing the main task of face

landmark detection and the auxiliary tasks of face pose

and attribute estimation9).

In the field of deep reinforcement learning, Mirowski

et al. focused on navigation tasks in 3D environments

and proposed an auxiliary task, depth prediction, which

predicts depth information from RGB images10). A com-

parison under various conditions, such as the use of depth

information as input and the position of the auxiliary task

in the network structure, verified the effectiveness of the

depth prediction. Kartal et al. focused on the termi-

nal state of the environment and proposed an auxiliary

task called terminal prediction (TP) to predict how close

the current state is to the terminal state of the environ-

ment11). Hernandez-Leal et al. focused on the behav-

ior of other agents in multi-agent problems and proposed

agent-modeling, an auxiliary task to predict the behavior

of other agents12). Experiments on cooperative and com-

petitive tasks of multi-agent problems showed that the

agent-modeling contributed to improving the stability of

learning, thereby improving the accuracy in each task.

In the DRL field, there has been extensive research on

video game strategy13), and the improvement of game

scores by using auxiliary tasks has been reported. Jader-

berg et al. proposed unsupervised reinforcement learning

and auxiliary learning (UNREAL), in which an unsuper-

vised auxiliary task is learned simultaneously with the

main task in deep reinforcement learning8). The main

task of this method is a video game strategy from im-

ages (game screen frames) using asynchronous advantage

actor-critic (A3C)14). Thanks to solving the auxiliary

task by using part of the main task model and learning

with a weighted sum of the main and auxiliary losses, the

auxiliary task improves the video game score. The au-

thors used three different auxiliary tasks in their study.

The first is pixel control, which learns the agent’s behav-

ior such that pixels in the input image are changed. This

task is based on the idea that visual changes in the en-

vironment are associated with important events. In this

auxiliary task, the input image is divided into n×n grids,

and the agent learns an action value Q(c) to maximize

the pixel value change in each grid. Here, c denotes the

number of grids into which the input image is divided.

The second auxiliary task is value function replay, which

shuffles past experiences to learn the state value function

V (s). This task learns state values using experience re-

play15), an effective mechanism for improving both the

data efficiency and stability of the DRL algorithm. In

other words, it is equivalent to performing state value

function regression with an auxiliary task in addition to

state value function regression with A3C, which promotes

optimal state value estimation. The third auxiliary task

is reward prediction, which predicts the reward to be ob-

tained in an unknown state. In DRL, learning an agent’s

behavior requires accurate recognition of the states that

give high rewards. However, reward acquisition is very
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Table 1 Comparison to proposed and conventional
methods

Method Target How to select

Tel et al.16) Policy
Obtain common policy
through distillation

Riedmiller et al.17) Policy Adopt hierarchical policies

Du et al.18)

Lin et al.19)
Task

Adopt gradient similarity
between tasks

Ours Task Select auxiliary tasks by DRL

sparse in many environments, and it takes a long time

to train a model that represents reward acquisition well.

Therefore, by solving the task of predicting the reward

that can be acquired in the unknown state that follows

from sequential states, the task efficiently learns to recog-

nize the states that contribute to reward acquisition. The

learning of this auxiliary task is achieved by multi-class

cross-entropy classification loss over three classes (zero,

positive, negative) of rewards for the next state. By in-

troducing these auxiliary tasks, UNREAL achieved high

scores on the main task, which was the maze capture at

DeepMind Lab.

2.2 Selection of auxiliary tasks

Auxiliary learning improves the performance of the

main task, but if auxiliary tasks that are not suitable

for learning the main task are used, they will interfere

with the learning of the main task, resulting in a loss of

accuracy. Therefore, it is necessary to introduce auxil-

iary tasks that are suitable for the main task. Several

methods have been proposed to solve this problem.

Conventional methods can be divided into those that

take an auxiliary policy approach and those that take an

auxiliary task approach. A comparison of the proposed

and conventional methods is provided in Table 1. The

auxiliary policy approach constructs a number of policies

with auxiliary purposes to the main task and selects the

optimal policy from these auxiliary policies. The meth-

ods by Tel et al. and Riedmiller et al. are auxiliary pol-

icy approaches. Tel et al. use knowledge distillation20)to

obtain a common policy among several auxiliary policies

with different roles16), while Riedmiller et al. achieve aux-

iliary policy selection by adopting a hierarchical structure

with several low-level auxiliary policies and a main policy

that selects the optimal auxiliary policy17). The main pol-

icy focuses on a specific task, whereas the auxiliary poli-

cies represent actions under other goals and conditions.

Therefore, it is easy to obtain feedback from the selec-

tion of auxiliary policies, as the agent’s behavior changes

significantly depending on the selected auxiliary policies.

However, these methods are difficult to apply to tasks

that cannot be subdivided into smaller policies, and the

training cost is high because the construction of auxiliary

policies requires individual training on a different target.

The auxiliary task approach solves a task with an aux-

iliary purpose at the same time as the main task and

selects which of these auxiliary tasks to use during learn-

ing. The methods by Du et al. and Lin et al. are aux-

iliary task approaches. These two methods focus on the

gradient of the auxiliary loss, which is the loss of the aux-

iliary task. Du et al. utilize the cosine similarity between

the gradients18), and Lin et al. use the Taylor approx-

imation including the gradient of the auxiliary loss19)to

calculate the similarity between tasks. This similarity is

then utilized to select which auxiliary losses to be used for

training the main task. Since these methods can utilize

auxiliary tasks suitable for the main task during learning,

they can reduce the training cost compared to the auxil-

iary policy and contribute to improving the performance

of the main task. However, the similarity of the auxiliary

losses used to select the auxiliary tasks is very sensitive

to the appropriate measure (e.g., how similar is it when

to use auxiliay tasks, etc.), as it depends on the task and

the training situation.

Our method, like those of Du et al. and Lin et al., is an

auxiliary task approach. We construct a DRL agent that

dynamically controls the coefficient for the auxiliary loss,

thereby achieving the auxiliary task selection according

to the training status of the main task. Therefore, our

method optimizes the aforementioned coefficients for aux-

iliary loss by DRL, which thus enables dynamic selection

of auxiliary tasks.

3. Proposed Method

The effectiveness of the auxiliary task depends on the

main task, and an inappropriate auxiliary task may pre-

vent the learning of the main task. Therefore, we propose

auxiliary selection, which adaptively selects the auxiliary

task according to the main task. In this method, we ap-

ply our method to UNREAL, which has achieved a high

performance score by introducing three auxiliary tasks in

video game strategy, and extend it to a method that can

learn efficiently on various video games. In other words,

this method efficiently strategies video games by dynami-

cally selecting auxiliary tasks according to the video game

to be solved.
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Fig. 1 Overview of proposed method. Here, pixel control, value function replay,
and reward prediction are unsupervised auxiliary tasks proposed by Jader-
berg et al.

3.1 Background

Similar to Jaderberg et al.8), we assume a standard

reinforcement learning setting in which the agent in-

teracts with the environment over several discrete time

steps. At time t, the agent receives observation ot

with reward rt and generates action at. The agent’s

state st is a function of experience until time t, where

st = f(o1, r1, a1, · · · , ot, rt). The n-step return Rt:t+n

at time t is defined as the discounted sum of rewards

Rt:t+n =
∑n

i=1 γ
irt+i. The value function is the expected

return from the state s, Vπ(s) = E[Rt:∞|st = s, π].

In our study, the main task is a video game strategy,

and the three UNREAL auxiliary tasks described in Sec-

tion 2.1 are utilized as auxiliary tasks. The UNREAL

auxiliary tasks are unsupervised auxiliary tasks that are

not dependent on the main task. This makes it more dif-

ficult to manually select suitable auxiliary tasks for the

main task in advance compared to supervised auxiliary

tasks. In our method, we achieve the dynamic selection of

auxiliary tasks by building a DRL agent that selects the

most appropriate auxiliary task according to the video

game to be solved. The main task is learned using Asyn-

chronous Advantage Actor-Critic (A3C)14)as well as UN-

REAL. The A3C algorithm constructs an approximation

of the policy π(a|s, θ) and the state value function V (s, θ)

using the model parameter θ. The policy and state

value are adjusted toward the n-step lookahead value

Rt:t+n + γV (st+n+1, θ) using an entropy normalization

penalty LA3C ≈ LVR + Lπ − Es∼π[αH(π(·|s, θ))], where
LVR = Es∼π

[
(Rt:t+n + γnV (st+n+1, θ

－)－ V (st, θ))
2
]
.

In this equation, θ－ represents the model parameters be-

fore the model update.

3.2 Adaptive selection of auxiliary tasks

Figure 1 shows the network structure of our method.

In this Section, we introduce auxiliary selection (AS),

which selects the most appropriate auxiliary task for the

video game task to be solved. AS takes an image stored

in the replay buffer as input and outputs the state value

VAS(s) and the policy πAS. The AS policy πAS determines

the binary weights for each auxiliary task, and indicates

whether or not each auxiliary task is utilized for training

the main task. The binary weights for each auxiliary task

are defined as CPC = {0, 1}, CVR = {0, 1}, CRP = {0, 1}.
The AS policy πAS is calculated as

πAS = (CPC, CVR, CRP). (1)

AS consists of two convolutional layers and a fully-

connected layer. Unlike other auxiliary tasks, the AS

network is constructed without sharing weights with the

main task network, and AS is trained independently of

the main task. AS’s policy is learned on the basis of the

same reward as the main task. In other words, AS con-

trols the binary weights of the auxiliary tasks to improve

the score of the video games, which is the main task.

3.3 Loss function

We formulate the loss function for our method as

L = LA3C + CPC

∑
c

L
(c)
Q + CVRLVR + CRPLRP. (2)

where LA3C is the loss of the main task (i.e., A3C) and∑
c L

(c)
Q , LVR, and LRP are the losses of each auxiliary

task described in Section 2.1. Pixel control learns individ-

ual policies to maximally change the pixels of each grid

by dividing the input image into n× n grids. Thus, L
(c)
Q
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Algorithm 1 Proposed method

1: //Assume global shared parameters θ and θAS and global
shared counter T = 0

2: //Assume worker-specific parameters θ′ and θ′AS

3: Initialize local step counter t ← 1
4: repeat
5: Reset gradients: dθ ← 0 and dθAS ← 0
6: Synchronize worker-specific parameters θ′ = θ and

θ′AS = θAS

7: tstart = t
8: Get state st
9: repeat

10: Perform action at according to policy π(at|st, θ′)
11: Receive reward rt and new state st+1

12: Store experience (st+1, rt, at) in replay buffer
13: t ← t+ 1
14: T ← T + 1
15: until terminal st or t− tstart == tmax

16: Execute each auxiliary task with the experiences stored
in replay buffer

17: Execute auxiliary selection with the experiences stored
in replay buffer

18: Accumulate gradients dθ w.r.t. θ′

19: Accumulate gradients dθAS w.r.t. θ′AS

20: Perform asynchronous update of θ using dθ and of θAS

using dθAS

21: until T > Tmax

is the loss of PC, which is the loss of n-step Q-learning for

grid c. Our method achieves auxiliary task selection by

multiplying the loss of each auxiliary task used to update

the network parameters by the binary weights obtained in

AS. As shown in Eq. (2), the binary weights CPC, CVR,

and CRP of AS are included in the loss function L of this

method. Therefore, the learning of the AS network using

the loss function L is performed so that the loss is close

to zero, including the AS outputs CVR, CPC, and CRP.

That is, AS is learned so that CVR, CPC, and CRP are

zero. Thus, we define different loss functions for learning

the AS network, and learn AS independently of the main

and auxiliary tasks.

The AS loss function is formulated using the loss

function of the state value VAS(s, θAS) and the policy

πAS(a|s, θAS), as

LASv = (r + γVAS(st+1, θ
−
AS)− VAS(st, θAS))

2. (3)

LASp =− log(πAS(a|s, θAS))A(s, a)

− αH(πAS(·|s, θAS)).
(4)

where θ−AS are the network parameters before the AS net-

work update, and r is the reward of the main task (score

of the video game). Also, entropy H(πAS(·|s, θAS)) is a

term to facilitate the search such that the network pa-

rameters do not converge to a local solution, and α is the

scale parameter of entropy H(πAS(·|s, θAS)).

The AS loss function is defined as the sum of the losses

in Eqs. (3), (4), as

LAS = LASv + LASp. (5)

Eqs. (3), (4), (5) show that AS is a DRL agent that se-

lects auxiliary tasks. In other words, AS is constructed as

a model with different weights than the main task model

for solving video games, and is optimized by the same re-

ward as the main task to achieve the selection of auxiliary

tasks to improve scores in video games.

3.4 Algorithm

The processing flow of our method is shown in Algo-

rithm 1. Here, θ, θ′ denotes the main task model param-

eters and θAS, θ
′
AS denotes the auxiliary selection model

parameters. Our method utilizes A3C as the training al-

gorithm, which involves distributed learning by multiple

workers and asynchronous updating of model parameters.

Therefore, each worker has its own local model parame-

ter θ′, θ′AS and local step t. In addition, the global model

parameters θ, θAS and global step T are shared among

workers.

First, we synchronize the network parameters of each

worker θ′ and θ′AS with the shared parameters θ and θAS,

respectively. Then, agents of each worker repeatedly take

actions in an environment by following policy π(at|st, θ′)
until reaching a termination condition or tmax steps. The

experiences (st+1, rt, at) are stored in a replay buffer.

Next, we execute the auxiliary selection and the three

auxiliary tasks in turn, and we compute the gradients dθ

and dθAS shown in Eqs. (2), (5). Using these gradients,

we update the global model parameters θ and θAS. This

update is performed asynchronously on each worker and

is repeated until Tmax steps to adaptively select and learn

auxiliary tasks.

4. Experiments

We used the DeepMind Lab21)for the evaluation of our

method. DeepMind Lab mainly contains three games:

i) nav maze static 01 (maze), ii) seekavoid arena 01

(seekavoid), and iii) lt horseshoe color (horseshoe).

The maze is a first-person maze exploration game. The

agent receives +1 for each apple obtained along the way

and +10 for reaching the goal, and competes for the high-

est score within a given time. There are six actions that

can be selected by the agent: move left, move right, move

forward, move backward, move parallel to the left, and

move parallel to the right. The seekavoid is a game in
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Fig. 2 Game score transition during training in DeepMind Lab

which agents earn +1 for each apple and −1 for each

lemon they acquire, and compete to earn the highest score

within a time limit. There are six actions that can be se-

lected by the agent: move left, move right, move forward,

move backward, move parallel to the left, and move par-

allel to the right. The horseshoe is a first-person shooter

game. The agent attacks enemies appearing on the stage

with a laser and earns +1 by defeating them, and com-

petes for a score within a time limit. The agent can choose

from seven actions: move left, move right, move forward,

move backward, move parallel to the left, move parallel

to the right, and attack.

We compared our method with the following baselines:

UNREAL: Three auxiliary tasks are used for training.

PC, VR, and RP: Each uses its own auxiliary task for

training.

The common hyperparameters during training were uni-

fied. The training steps were 5.0×107 steps for maze and

seekavoid, and 1.0× 108 steps for horseshoe.

4.1 Comparison according to game score

Figure 2 shows the score transition during the train-

ing of the comparison methods in DeepMind Lab. Here,

the horizontal axis indicates the number of global steps to

update the network parameters, and the vertical axis in-

dicates the score for each task. From left to right: maze,

seekavoid, and horseshoe.

maze. Figure 2(a) shows the scores for maze. UN-

REAL and PC achieved higher performances, while the

scores of VR and RP were almost zero. This means that

VR and RP did not improve the main task. The PC

encouraged the agent’s action of exploring the maze by

changing the pixel values. This enabled an agent to move

in every corner of the maze environment. Our method

also achieved the same score as UNREAL and PC.

seekavoid. Figure 2(b) shows the scores for seekavoid.

Table 2 The number of times each auxiliary task was
selected in an episode

Env.
Auxiliary task

PC VR RP

maze 435.4 487.8 369.0

seekvoid 0.3 300.0 0.0

horseshoe 8545.1 14.1 8998.2

PC was inadequate for seekavoid because the pixel values

changed significantly even when negative rewards were

obtained. RP was also not efficient because this envi-

ronment offers dense rewards. In contrast, UNREAL

and VR achieved higher scores. Surprisingly, VR outper-

formed UNREAL. In contrast to this result, our method

also achieved the same performance as VR and achieved

higher performance with fewer training steps than VR.

horseshoe. Figure 2(c) shows the scores for horseshoe.

Here, PC had the highest score, since the actions that

defeat enemies change pixel values significantly. How-

ever, UNREAL outperformed the other methods, and our

method achieved the same performance as UNREAL.

4.2 Analysis of the selected auxiliary tasks

The number of actions selected by the auxiliary se-

lection during one episode of each game is shown in

Figure 3. Here, the horizontal axis represents the ac-

tions {CPC, CVR, CRP} output from the auxiliary selec-

tion, and the vertical axis represents the number of times

each action was selected. From left to right: (a) maze

with 5.0 × 107 steps, (b) seekavoid with 5.0 × 107 steps,

and (c) horseshoe with 1.0× 108 steps. Table 2 lists the

number of times each auxiliary task was selected in an

episode. We calculated the number of times the auxil-

iary task was selected as the average of 50 episodes. The

number of action steps in an episode was 900 for maze,

300 for seekavoid, and 9,000 for horseshoe.

The results for maze show that all auxiliary tasks were

equivalently selected. Because the appropriate auxiliary
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{CPC, CVR, CRP}
(a) maze

{CPC, CVR, CRP}
(b) seekavoid

{CPC, CVR, CRP}
(c) horseshoe

Fig. 3 The number of selections per action by auxiliary selection during one episode

Fig. 4 Game scores in horseshoe with additional auxil-
iary task combinations

tasks for the maze task were UNREAL or PC, our method

equally selected all auxiliary tasks. In seekavoid, our

method stably selected the value function replay. Since

these results correspond to the results in Figure 2(b), our

method only selects auxiliary tasks that contribute to the

training of the main task. In horseshoe, pixel control and

reward prediction were often selected. Although the best

score was achieved by UNREAL, auxiliary selection for

horseshoe did not select value function replay. To ana-

lyze the reason of this selection, we conducted additional

experiments. In addition to the results of the baselines

shown in Figure 2(c), we added the following baselines:

A3C-LSTM (without auxiliary tasks), and PC+RP (uses

pixel control and reward prediction). Figure 4 shows the

scores of each baseline and our method. We can see here

that the score of VR was lower than that of A3C, and

that PC+RP achieved the same score as UNREAL and

our method. Therefore, our method successfully removes

the value function replay from the training of horseshoe.

The above findings demonstrate that our approach can

select auxiliary tasks that contribute to training the main

task.

4.3 Dynamic selection of auxiliary tasks ac-
cording to training stages

In this Section, we analyze the percentage of auxiliary

tasks selected for each training stage in order to confirm

whether the optimal selection of auxiliary tasks based on

the training stage is achieved. The percentage of auxiliary

tasks selected during one episode for each training phase

in seekavoid is shown in Figure 5. Here, we studied

0.2×107, 0.5×107, 1.0×107, and 5.0×107 training steps.

The selection rate of the auxiliary task is the average of

50 episodes of the number of selections per episode using

the model with each step trained.

From Figure 5, we can see that all auxiliary tasks were

selected to the same degree in 0.2×107 steps and 0.5×107

steps. Here, UNREAL scored about 25 and 30 points

higher for the 0.2× 107 and 0.5× 107 steps. From these

results, we can assume that, in the early learning phase

up to 0.5 × 107 steps, our method selects each auxiliary

task just as well as UNREAL, which uses all auxiliary

tasks to the same extent. On the other hand, we can

confirm that our method preferentially selects VR in the

1.0 × 107 step. UNREAL and VR had the highest score

of about 30 points in the 1.0×107 step, so we can assume

that our method is able to select VR during the training

stage where VR is effective. Here, only VR was selected

for the 5.0 × 107 step. In the 1.0 × 107 step of the score

graph, there is a large difference of about 7 points between

the scores of UNREAL and VR, with VR obtaining the

highest score. Therefore, we consider that the number of
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Fig. 5 Percentage of auxiliary task selection during one episode according to train-
ing stages (seekavoid)

times VR is selected by the auxiliary selection increased

between 1.0 × 107 steps and 5.0 × 107 steps. These re-

sults indicate that auxiliary selection is able to select the

combination of auxiliary tasks with the highest score in

the main task in accordance with the training stage of

the main task.

5. Conclusion

In this paper, we proposed auxiliary selection, which

selects effective auxiliary tasks to be used during learn-

ing of the main task. Auxiliary selection is designed as

a deep reinforcement learning agent that controls the bi-

nary weights of the auxiliary task in order to improve the

accuracy of the main task. We applied our method to

UNREAL, which introduces unsupervised auxiliary tasks

in video game strategy, to allow dynamic selection of aux-

iliary tasks. This eliminates the need to manually design

auxiliary tasks for each main task and enables more effi-

cient learning of the main task. From experiments using

DeepMind Lab, we confirmed that our method achieves

a score that is equivalent to the optimal combination of

auxiliary tasks for each environment. The analysis of the

auxiliary tasks selected by auxiliary selection showed that

our method can improve the performance of the main task

by selecting the appropriate auxiliary task for the video

game to be solved. In addition, by analyzing the auxil-

iary tasks selected at each training phase, we found that

our method selects the most appropriate auxiliary task

according to the training phase of the main task. As fu-

ture work, we plan to apply our method to other auxiliary

learning methods and to experiment with various tasks.
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Real-Time Intuitive Interaction and Realistic Illumination for CT Volume Rendering
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<Summary> We developed a real-time, intuitive interaction and photo-realistic illumination method

for CT volume rendering. Our approach involves auto-stereoscopic display and hand-sensor-based gesture

control, as well as lightweight and effective illumination, and a fast-sampling algorithm that enables them to

be rendered in real-time. Consequently, our rendering method achieved render volume data obtained from

general CT examinations at real-time 4K stereo view, allowing intuitive comprehension of the 3D structure,

and providing the realism required not only for diagnostics but also for educational materials and forensic

evidence.

Keywords: volume rendering, 3D user interaction, photo-realistic rendering

1. Introduction

While CT volume renderings are useful for diagnostic

purposes, we focus on the use of CT volume renderings

for the visualization of forensic evidence and as a med-

ical educational tool. CT volume rendering for forensic

evidence is used to visualize CT scans taken for screening

and preservation of evidence before autopsy. CT volume

rendering for medical educational purposes is also valu-

able because it is easier than working with specimens or

real objects and can be viewed from a greater degree in

any angle than photographs. For these CT volume ren-

dering applications, it is important to be able to represent

a realistic appearance and to be intuitively understand-

able by a non-specialist viewer.

Various methods have been proposed for CT volume

rendering in the past1)there are many methods for data

feature enhancement of CT volumes, and the method can

be selected according to the inside and outside of the data

space and the purpose. Representing a realistic appear-

ance has also been achieved to some extent2). However,

while real-time interaction is important for intuitive com-

prehensibility, it has not been possible to achieve both

realistic appearance representation and real-time interac-

tion. This is because the computational cost of volume

rendering is still high. In some of the most realistic-

looking, real-time examples to date, Monte Carlo tech-

niques3)have been incorporated into volume rendering to

ensure real-time rendering and realistic lighting. How-

ever, Monte Carlo method rendering has a lag until the

image is cleaned up and is not suitable for combination

with interactions that are in constant motion.

We propose to combine realistic appearance and in-

tuitive comprehensibility with realistic lighting and new

real-time interactions, and to optimize a direct volume

rendering method to achieve this combination in a non-

Monte Carlo method. The contribution of our pro-

posed methodology can be summarised in three items:

(1) we incorporated a real-time realistic rendering tech-

nique used in surface rendering to the volume rendering

method, (2) we improved the ray-marching acceleration

with modified mipmap creation, (3) we proposed the use

of a spatial reality display and hand-tracking sensors for

superior interaction.

2. Related Works

Omori et al. developed a method for displaying medi-

cal CT volume data in 3D using spatial reality display4).

Although real-time 3D and 4D displays are achieved with

this method, only simplified lighting is applied to volume

rendering, resulting in low photorealism.

Photorealistic rendering aims at a realistic representa-

tion of the object and the physical light transport results

are rendered to be the same as in the real world. Shading

techniques such as BRDF are used to make the reflective

properties of light photorealistic, as well as global lighting

and image-based lighting techniques. These techniques

are generally used for surface rendering. Cinematic ren-

-- Special Issue on Journal Track Papers in IEVC2024 --
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Fig. 1 Real-time realistic illumination for contrast-enhanced neck CT volume rendering
using our real-time rendering method
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Fig. 2 Rendering pre-processing and post-processing system pipeline overview

dering5)and Exposure Render2)have been proposed as re-

alistic volume rendering methods. These methods apply

Monte Carlo rendering techniques3)to volume rendering,

which is computationally expensive and unsuitable for

real-time rendering.

In order to improve the understandability of volume

data, non-photorealistic rendering methods may be useful

as well as realism. In volume illustration6), the normal di-

rection of the volume and boundary surface intensity can

be used to enhance contours and boundaries and improve

the visibility of the geometry.

Studies on speeding up volume rendering have utilized

the hierarchical data structure of volumes7)and, more re-

cently, image reconstruction using neural networks to re-

duce computational costs8).

3. Our Approach

Our volume rendering combines realistic illumination

and real-time interaction. Our approach includes the fol-

lowing:

(a) Physically based shading with visibility control that

changes transparency according to sight direction,

normal, and normal magnitude.

(b) Real-time colored shadowing technique

(c) Screen space-based illumination technique that

avoids expensive calculations

(d) Adaptive sampling step control for direct volume ren-

dering based on mipmap volume

(e) Intuitive interaction provided by a free-viewpoint au-

tostereoscopic display and optical tracking sensors

Figure 1 shows a rendering with realistic lighting based

on our approach. Figure 2 shows the rendering system

using a 5123 voxels volume as an example (Fig. 2-(b)). It

shows the data and its flow used for pre-processing (Fig.

2-(a)) and direct volume rendering, and the image buffer

used for post-processing (Fig. 2-(f)).

3.1 Shading

In making volume rendering realistic, there is a weak-

ness in the representation of volume rendering, which is

that the outlines and boundaries of objects represented by

volume rendering are unclear. This depends on the data,

but if the transparency gradient of the transfer function

according to the CT value is steep enough to make it

clear, artifacts will be created.

Therefore, to improve visibility, we have incorporated
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a volume illustration method6)of controlling transparency

by line of sight, normal, and its magnitude, without

changing the transparency gradient according to CT

value. By increasing the original transparency accord-

ing to the magnitude, all areas except the boundary are

made transparent and the boundary is emphasized. A 2D

transfer function is used to consider magnitude, in which

the vertical axis of magnitude is added to the horizontal

axis of CT value in Fig. 2-(c). Then, an outline clarifi-

cation process is performed during shading by opacifying

the outline by the angle between the line of sight and the

normal. The shading alpha and RGB values applied to

each sample in direct volume rendering are summarized

in Eq. (1) and (2). Where f is a 2-dimensional transfer

function of CT-value and its gradient magnitude, s is CT-

value, n⃗ is CT-gradient calculated by linear regression9)

(Fig. 2-(b)), and d⃗ is ray direction, pm and ps are param-

eters for controlling metallicity and smoothness, respec-

tively. PBS (Physically Based Shader) is a reused Unity

Standard Shader10)function. Equation (1) contains an al-

pha value increase to enhance the silhouette lines of the

object6). p1 and p2 are the silhouette enhancement pa-

rameter (Example: p1 = 8.0, p2 = 12).

α = fα(s, |n⃗|)
(
1 + p1

(
1− d⃗ · n⃗

|n⃗|

))p2

(1)

RGB = PBS

(
frgb(s, |n⃗|), d⃗,

n⃗

|n⃗|
, pm, ps

)
(2)

3.2 Shadowing

As a shadowing method, a volumetric lighting model11)

is used that is capable of real-time processing. As in the

light volume light shown in Fig. 2-(e), the light volume

has 1/4 resolution on each side and progresses through

the entire light one step per frame, so the performance im-

pact is minimal (for a source volume of size 5123, it can be

processed in less than 1 ms per frame). The light volume

also illuminates the cross-section by using a cross-clipped

alpha volume, which is described later in the interaction

section. We have included a process that considers the

color of translucent voxels during shadow computation to

increase the cognitive effectiveness of the shadow repre-

sentation. To avoid unnatural results, the process applies

voxel color based on brightness values. Equation (3) and

(4) represent the calculation of the color shadow. Where

Lin , Lmid and Lout are light of each length, before,

middle result, and after passing through the substance,

respectively. Cα and Ci are substance color, opacity, and

(a) with SSAO

(b) with SSAO and SSSSS

Fig. 3 Screen space post-processings

each wavelength component of the color, respectively. V

is the brightness function of light.

Lmid = Lin (1− Cα(1− Ci)) (3)

Lout = Lmid
V (Lmid )(1− Cα)

V (Lmid )
(4)

3.3 Screen space based technique

Post-processing performed in screen space is useful be-

cause it can be done in constant time regardless of the

resolution of the volume. We process ambient occlusion

and subsurface scattering in screen space (Fig. 2-(f)),

which could not be considered computationally expensive

in volume space to compute during direct volume ren-

dering. Screen Space Ambient Occlusion (SSAO) is com-

puted using common method12)with depth buffer and nor-

mal buffer. Screen Space Sub-Surface Scattering (SSSSS)

technique is commonly used in deferred rendering. How-

ever, since our method is a forward rendering, we used a

simplified version of the former SSSSS method13),14). Our

method does not use an incident light buffer, but treats

the forward rendering image as if it were incident light.

The Sub-Surface Scattering (SSS) light is computed with

a diffuse profile13),14)and disk sampling, and the final im-

age is maxed with the scattered light and the forward

rendered image (SSSSS = max(SSS, image)). In this

method, only the areas brightened by SSS are pseudo-

represented. Since SSS originally shows differences well at

34

IIEEJ Transactions on Image Electronics and Visual Computing Vol.12 No.1 （2024）



□ α = 0.0 ■ 0.0 < α ≦ 0.125 ■ 0.125 < α < 1.0 ■ α = 1.0

ray

sampling point
mipmap

blank skipping
modified step size

standard step size

Fig. 4 Adaptive sampling step control

the edges of shadows, this method is also effective for rep-

resenting translucent materials such as soft tissues when

compared with and without SSS as shown in the figure.

Finally, parallax processing is added to the stereo render-

ing as shown in Fig. 2-(g). Figure 3 shows the effects of

SSSSS and SSAO. Small shadows caused by fine surface

irregularities are produced by SSAO, and the shadows are

colored and softened by SSSSS.

3.4 Adaptive sampling step control

In direct volume rendering, most of the computational

cost of a single ray lies in the ray-marching part. The

ray-marching parts have two main computational costs:

sampling the volume data and shading the samples. Since

shading is associated with the valid samples obtained in

sampling, we focused on reducing the number of sam-

plings. We developed the adaptive sampling step control.

Adaptive sampling step control is a method of determin-

ing the sampling step interval using area-opacity values

expressed in mipmap alpha volume. By referring to the

mipmap values, a wide-area sample can be obtained to

determine the need for sampling and to omit sampling.

Compared to similar methods that use mipmaps7), this

method is superior in that it can take larger steps due

to modifications to the generation of the mipmap, and it

can accelerate steps even in semi-transparent regions.

The data structure of the mipmap is the mipmap of the

alpha volume when a 2D transfer function is assigned to

the CT volume, as depicted in the data flow in Fig. 2-

(b) (c) (d). We have made sure that when mipmapping,

the lower level mipmap uses the maximum value rather

than the average of the upper level 8 voxels. This is

to avoid missing small objects. Also, after mipmapping,

each voxel has applied a type of morphological processing

so that it retains the maximum value of the surrounding

26 voxels. This is to ensure that no over-skipping occurs

in the step control described below. These processes must

be repeated when the transfer function changes, but since

they take less than 10 ms for a base volume of size 5123,

they do not affect rendering unless the transfer function

is constantly changing.

Figure 4 shows the correspondence between the sam-

pling width of the adaptive sampling step control and the

area-opacity value. There are three main levels of control

depending on the area-opacity value. Hereafter, level 1

(1/2 of each side) of the alpha volume is represented as

A1, level 2 (1/4 of each side) as A2, and the alpha of the

original volume as A0.

3.4.1 Blank skipping

First, when α = 0 is sampled at A2, The sampled area

of the A2 voxel and the surrounding area is completely

transparent due to maximum mipmapping and morpho-

logical processing. Thus, significant blank skipping is

possible. The step size can be set 8 times wider than

the usual 1 voxel wide step. This reduces the sampling of

transparent regions. This process does not affect image

quality at all. We use A2 instead of A1 or A3 because

A2 was found experimentally to be the most efficient.

In addition, the use of additional A1 or A3 was almost

ineffective because it would require additional memory

access.

3.4.2 Modified step size

Now, noting the fact that regions with high alpha val-

ues (α ∼ 1) can be rendered faster with standard step

size because the opacity accumulation finishes earlier, we

find that a speedup is needed in translucent but near-

transparent regions (α ∼ 0). To solve this problem, we

change the step size according to the alpha value of the

mipmap. Changing the step size requires a change in

the ray-marching integration formula for consistency in

alpha value integration. We modify the alpha value α
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Spatial Reality Display Ultraleap 3di

Fig. 5 Interaction devices overview

used in the integration formula according to the step size

r as shown in Eq. (5). Where α is sampled substance

alpha, and α∗ is the substance alpha value used in the

integration formula.

α∗ = 1− (1− α)r (5)

In changing the step size, sampling can be skipped for

regions with low alpha values because they have less im-

pact on the image and their transfer function settings

mean that they are not places to be focused on. However,

we need to make sure that they are low alpha areas so

that we do not skip sampling important high alpha areas.

Our mipmap can guarantee a maximum alpha value in

the neighborhood. We change the step size according to

the alpha value of our mipmap. We have experimentally

determined step size r so that speedup can be achieved

with minimal impact on image quality. Equation (6) is

the formula for determining the step size r. Where 2 is

the maximum step size when the alpha is almost 0, and

0.125 is the maximum alpha value at which the step size

change is made.

r = 1 +
2

0.125
max(0.125−A2, 0) (6)

3.4.3 Standard step size

Areas with high alpha values (α ∼ 1) do not require ac-

celeration because the opacity accumulation is completed

early and can be rendered faster with standard step size.

The standard step size is the length of the shortest side

of the voxel, to account for the case where the voxel is

not a cube. If you want to further reduce noise or artists,

you can further reduce the step size, but it is not recom-

mended because of the high computational cost.

3.5 Interaction

Considering its use as an educational or forensic re-

source, it is important that interactions be easy to per-

form. Therefore, complex operations such as using a

mouse and keyboard are inappropriate, as are VR and

Fig. 6 Interaction of clipping cross-section plane

MR, which require the user to mount a device. There-

fore, we focused on touchless interactions. For our inter-

actions, we use the Spatial Reality Display15)(SONY Cor-

poration) and the Ultraleap3di16)(Ultraleap Inc.) (shown

in Fig. 5). This glasses-free stereoscopic display uses a

built-in camera and face recognition to estimate the posi-

tion of the eyes, enabling free-viewpoint autostereoscopic

viewing as if it were a real 3D photograph. Since the po-

sition of the eyes is estimated, it is possible to actually

look into the projected image by looking into the eyes.

The Ultraleap3di is an optical hand sensor, which can

recognize the detailed position of both fingers in the air

above the sensor. It allows for non-contact operation, so

if the sensor is placed in front of the display, the user can

intuitively manipulate the 3D image by holding his or her

hands over it.

These two devices are incorporated with the rendering

of our approach. Although there is no active interac-

tion with the display, the free-viewpoint autostereoscopic

viewing allows intuitive perception of the stereoscopic ef-

fect, and the viewpoint is fine-tuned by peering into the

display. Real-time, 4K stereo rendering is required, so

faster rendering is a must. Hand sensors can be used to

determine the rough angles of the volume display. It can

also be used to visualize a cross-section of the volume.

The cross-section of the volume is the plane that is iden-

tical to the palm of the hand (shown in Fig. 6). This

method of cross-sectional manipulation is more intuitive

and easier than using a mouse. This is because the palm

of the hand can be determined all at once, whereas ma-

nipulating a plane requires six-dimensional manipulation
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(a) opaque object, (b) translucent object, (c) translucent air

Fig. 7 Various settings of transfer function

of position and rotation. To accurately reflect lighting

on the cross-section as well, a cross-sectional volume is

provided in the Fig. 2-(e) data flow that sets the alpha

value to 0 for areas that become transparent due to cross-

sectioning before the light volume.

4. Implements and Experiments

We implemented our rendering system on Unity2020.

Direct volume rendering and post-processing are done by

custom shaders processed on the GPU. Normal and mag-

nitude calculations, mipmapping, and pre-processing of

cross-sections and light volumes are also handled on the

GPU by compute shaders. Free viewpoint autostereo-

scopic viewing and optical hand sensor control are done

by an SDK provided by the manufacturer.

We measured the performance of the rendering system

we created and the adaptive sampling step control in four

different settings. The input was volume data of the Stan-

ford Bunny17)(512× 512× 361) of ceramics taken by CT,

the computer used was CPU Core-i9-11900 CPU, GPU

RTX-3090, and we measured the performance with two

4K stereo renderings using Spatial Reality Display. Scene

(a) assigns full transparency to air and opacity to ceramic,

with the table at a slightly reflective transparency. Scene

(b) uses magnitude to make only the material bound-

ary appear translucent. Scene (c) assigns translucency

to both air and ceramic, with air and ceramic changing

color. Scene (no shading) has the same transfer function

settings as Scene (a) and is an emission that displays the

material colors as they are without shading. Figure 7

and Table 1 show the results of measurements with and

without adaptive sampling step control for the four scenes

and adaptive sampling step control. In all conditions, the

adaptive sampling step control succeeds in increasing the

speed, achieving real-time speeds of 30 fps or more.

We measured the computational load for each realistic

illumination technique in order to examine the choice of

each illumination technique when rendered using a lower

performance computer. We used a computer: CPU Core-

Table 1 Performance of 4K stereo rendering

Settings with Control without Control

no shading 194 fps (5.2 ms) 88 fps (11.4 ms)
(a) 100 fps (10.0 ms) 62 fps (16.1 ms)
(b) 82 fps (12.2 ms) 44 fps (22.7 ms)
(c) 34 fps (29.4 ms) 14 fps (71.4 ms)

Table 2 Performance of realistic illumination technique with
lower performance computer

Settings Frame Rate

no shading 82 fps (12.2 ms)
Phong shading 67 fps (15.0 ms)
PBS shading 55 fps (17.9 ms)

PBS and Shadowing 50 fps (19.8 ms)
PBS, Shadowing and SSAO 35 fps (28.7 ms)

PBS, Shadowing, SSAO and SSSSS 26 fps (36.8 ms)

Table 3 Performance of adaptive sampling step control com-
ponents with lower performance computer

Components Scene (a) Scene (c)

without Control 16 fps (61.8 ms) 15 fps (66.0 ms)
Blank Skipping 45 fps (22.3 ms) 12 fps (83.4 ms)

Modified Step Size 26 fps (38.4 ms) 28 fps (35.8 ms)
both Controls 49 fps (20.4 ms) 30 fps (33.2 ms)

i7-4770K and GPU GTX-970, rendering a single 4K im-

age. Volume and transfer function settings are identical

to Scene (a) in Fig. 7. Table 2 shows the measurements

with 6 different illumination settings. You can see how

long each effect took by comparing the resulting frame

times with the previous and following settings. The light-

est effect was shadowing (1.9 ms) and the heaviest was

SSSSS (8.1 ms). Note that the processing costs for shad-

ing, shadowing depends on 2D transfer function, volume

resolution, and rendering resolution, and post-processing

mainly depends on rendering resolution.

We measured the performance of each of the adaptive

sampling step controls blank skipping and modified step

size. To measure the differences, we render single 4K

image using a computer with the same lower-performance

as in the experiment above. Volume and transfer function

settings are the same as in Fig. 7 (a) and (c). Table 3

shows the measured results. Blank skipping works well in

settings with a lot of blanks, and modified step size works

well in settings with a lot of high translucent space. In

Scene (c), blank skipping rarely works, the result with

blank skipping only is slower than without control due to

the cost of accessing the mipmap.

The rendering performance for human body CT shown

in Fig. 8 and Table 4. A volume data of contrast-

enhanced body CT (512 × 512 × 1234 voxels) was used

37

IIEEJ Transactions on Image Electronics and Visual Computing Vol.12 No.1 （2024）



(a) Skin (b) Trans. (c) Clipping (d) Bones

Fig. 8 Rendering results of clinical CT

Table 4 Performance of 4K clinical CT rendering

Settings Frame Rate

(a) Skin Surface 160 fps (6.3 ms)
(b) Translucent Skin 124 fps (8.1 ms)
(c) Cross Clipping 104 fps (9.6 ms)

(d) Bones and Vessels 200 fps (5.0 ms)

as the input, and single image rendered on the same com-

puter as above. Figure 8 shows images rendered in 4K

resolution with different transfer function settings and

clipped to the target area (2160 pixels vertically). Real-

time and realistic illuminated rendering was achieved

with expected clinical CT data and display settings.

To assess the visual usefulness of the proposed method,

we carried out a visual assessment experiment on the un-

derstandability of the three-dimensional structure of the

vessels. The celiac artery in the early phase images of ten

abdominal contrast-enhanced CTs was evaluated. Two

radiologists (15 - and 14 years experience) specializing in

interventional radiology scored the images on the follow-

ing three-point scale. Score 3: Vascular structures could

be identified at a glance without any rotation manipu-

lation of the volume. Score 2: The vascular structures

could be identified by slightly rotating the volume. Score

1: The vascular structure could be identified by rotat-

ing the volume many times. We compared the scores of

the proposed and conventional volume rendering meth-

ods. Here, the functions (a), (b), (c), and (e) presented

in Chapter 3 were disabled from the proposed method

and used as the conventional volume rendering method.

The representative images used in the visual evaluation

are shown in Fig. 9. The results of the visual evaluation

are presented in Table 5 and Table 6. Both readers

scored higher with the proposed method (paired t-test, p

＜ 0.01).

5. Discussion and Conclusion

We developed a CT volume rendering method that

combines realistic illumination with interactions that re-

quire fast rendering by developing an accelerated method

(a) Conventional rendering (b) Proposed rendering

Fig. 9 Representative images used for visual evaluation

Table 5 Visual evaluation of proposed method

Reader Score 3 Score 2 Score 1 Average
count count count score

1 7 3 0 2.8
2 6 3 1 2.5

Table 6 Visual evaluation of conventional method

Reader Score 3 Score 2 Score 1 Average
count count count score

1 0 8 2 1.8
2 0 4 6 1.4

for direct volume rendering. With this method, even non-

Monte Carlo direct volume rendering methods can effi-

ciently handle sub-surface scattering, which is important

for soft tissue representation. Our acceleration methods

can also be used with a selection of various illumination

techniques, allowing for real-time rendering even if you

do not have access to a high-performance computer. In

terms of interaction, the combination of a free viewpoint

stereoscopic view and an optical hand sensor has realized

a new intuitive operation in cross-sectional manipulation.

In this paper, we focused on volume data obtained by

CT scanning. However, the method will be useful for in-

tuitive understanding of volume data acquired by differ-

ent methods, such as 3D observational data or simulated

data. However, the volume data that can be handled by

this method are only grid data, and special implementa-

tion or resampling will be required when handling volume

data with non-grid structures.

In this study, hand gesture-based interactive manipu-

lation methods were not evaluated and should be car-

ried out in future work. Operation using hand gestures is

not necessarily superior to operation using a conventional

mouse, and the non-contact feature is more valuable than

the operability. It will be necessary to design an evalua-

tion experiment that considers this.
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<Summary> The development of virtual reality technology has made it possible to easily change the

appearance of a person, and it has been suggested that the impression change of the appearance using virtual

reality avatars affects not only self-perception but also weight perception. We have studied the physical

effects of the impression change of the own body during the weight illusion based on electromyogram. As

a result, a significant correlation was obtained between the electromyogram and the degree of the weight

illusion among the subjects, although the correlation was not significant for each subject. In this study, to

investigate the change in motion during the weight illusion, we analyze the motion under the impression

change of the own body through a comparison experiment of dumbbells’ weights. The results showed that

subjects who obtained a correlation between the degree of impression of the strength of the avatar and

the degree of weight illusion had a positive correlation between the degree of impression of the strength of

the avatar and the velocity of their motion. The results suggest that the velocity of motion, the degree of

impression of the strength of the avatar, and the degree of the weight illusion are related with each other.

Keywords: virtual reality avatar, self-perception, weight illusion, Proteus effect

1. Introduction

In recent years, research that gives users the illusion

of impression by changing visual information has been

attracting attention. Among these, the study of the

Proteus effect, in which the appearance of an avatar in

virtual reality (VR) influences the user’s behavior and

self-expression, is particularly well-known. Sumida et

al.1)conducted experiments on weight perception using

avatars with different muscle masses. The results sug-

gested that changes in cognition in the VR space, repre-

sented by the Proteus effect, even affect the weight per-

ception. Okubo et al. conducted an experiment in which

dumbbells were lifted (dumbbell lift) using a variety of

avatars2). The results suggested a negative correlation

between the weight perception and the strength impres-

sion in a variety of whole-body avatars. That is, the

stronger the impression of avatar, the lighter the dumb-

bell tended to be felt. However, there is insufficient re-

search on the Proteus effect and physical performance,

and there is room to examine if there is a possibility for

immersion in VR avatars to bring out users’ potential

power and physical capabilities. We used electromyogram

(EMG) to investigate whether the user’s physical force

output changes during the weight illusion by impression

change. As a result, a positive correlation between the

degree of the weight illusion and the change in EMG was

observed for all subjects, but any significant correlation

within each subject was not observed3).

Therefore, the purpose of this study is to clarify the

effects on the body during the weight illusion by the im-

pression change using full-body avatars. Using avatars

with different impressions, we investigate if there are re-

lations between the degree of strength impression given

to the avatar (hereafter, avatar impression quantity), the

degree of weight illusion (hereafter, weight illusion quan-

tity), and the change in movement speed when comparing

dumbbell weights.

2. Related research

Stereotypes and assumptions about visual information

affect human cognition. This has led to the develop-

ment of research on the relation between stereotypes

and assumptions and cognition, and the relation between

the appearance of avatars used by users and their self-

perception has been actively investigated.

Yee showed that the appearance of a user’s avatar

may influence the user’s speech, behavior, and sociabil-

-- Special Issue on Journal Track Papers in IEVC2024 --
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ity when communicating through an avatar in a virtual

space4). They call the phenomenon of behavior change

due to the appearance of avatar the Proteus effect. Ba-

nakou et al. showed that the use of Albert Einstein’s

avatar, which is considered highly intelligent, contributed

to improved performance on cognitive tasks and reduced

negative prejudice toward the elderly5). These reports

confirm that stereotypes and assumptions about visual

information affect cognition in VR environments as well

as in real environments.

Recent studies have suggested that changes in cogni-

tion in VR spaces, as typified by the Proteus effect, even

affect weight perception1). Based on these studies, we

investigated the effect of the impression of strength on

the body replaced by a 3D model on weight perception2)

. The results showed that the more forceful one feels to-

ward the 3D model of one’s own body, the lighter one

tends to perceive the lifted object to be2).

There have also been a few studies on the influence of

the Proteus effect on the body, and Marcin et al. inves-

tigated the effect of the Proteus effect on the degree of

fatigue6). The results showed that the use of muscular

avatars tended to increase the number of biceps curls.

Thus, the relation between cognition and weight per-

ception and between cognition and fatigue have been

studied, but there are no studies on differences in force

output and movement.

3. Experiment

The avatar impression quantity and the weight illusion

quantity are first obtained through “Avatar evaluation

task” followed by “Weight comparison task.” During the

weight comparison task, we measure the position coor-

dinates of the subject’s right forearm during the weight

comparison of dumbbells with avatars. The velocity is ob-

tained from the measured position coordinates. The cor-

relations between the avatar impression quantity, weight

illusion quantity, and velocity in motion are then exam-

ined.

3.1 Experiment environment

In this experiment, a head-mounted display (HMD)

(HTC, VIVE Pro) and a motion capture system (Op-

tiTrack, PrimeX13) were used to construct a system to

evaluate the avatar impression quantity and weight illu-

sion quantity. During the experiment, the subject’s move-

ments were captured by the motion capture system and

the avatar’s movements were synchronized with the sub-

Fig. 1 Experiment scene (subject (left), subject’s ap-
pearance as seen by the subject through the HMD
(right))

Fig. 2 Example of object images

ject’s movements in a VR space. The subject could see

the avatar’s appearance synchronized with his/her own

movements using a virtual mirror installed in the VR

space. Figure 1 shows the subject during the experi-

ment and an example of the avatar’s appearance in the

VR space presented on the HMD.

3.2 Avatar evaluation task

The purpose of this task is to evaluate the basic im-

pression quantity of each avatar.

In the Avatar evaluation task, the subject first selects

“the heaviest object that the subject can hold by his/her

own strength” from a set of 32 object images as shown in

Fig. 2. Using this as the reference object, the weight ra-

tio of each of the remaining 31 object images is evaluated

in comparison with the reference object. In the experi-

ment, in order to collect the intuitive quantities relative

to the reference stimulus as accurately as possible, the

subject is asked to answer the weight ratio using a slider

that shows continuous values.

Next, this group of the object images are presented to

the subject to determine his/her impression of the avatar.

The subject sees himself/herself as an avatar in the VR

space through the HMD and evaluates his/her impression

of the avatar. For each of the 24 avatars, as shown in

Fig. 3, the subject selects the “heaviest object this avatar

can hold” from the set of 32 images. The basic impression

quantity of each avatar is defined as Eq. (1).
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Fig. 3 Example of whole-body avatars used in the ex-
periment

Basic impression quantity

=
Weight ratio of the heaviest object selected

Weight ratio of the reference object (= 1.0)
(1)

3.3 Weight comparison task

The purpose of this task is to obtain the avatar impres-

sion quantity and the weight illusion quantity.

In the weight comparison task, taking into an account

the burden on the subject, the experimenter selects six

avatars from the 24 avatars used in the avatar evaluation

task. How to select the six avatars is to calculate the

avatar impression quantity defined in Eq. (2) and to select

six avatars whose avatar impression quantities are 100 or

less in any combination of the selected two avatars.

Avatar impression quantity

=
Basic avatar impression quantity of avatar B

Basic avatar impression quantity of avatar A
(2)

On each trial, two avatars are chosen from the six se-

lected avatars. The subject becomes the avatars’ appear-

ances (appearance A and B) and compares the weights of

the dumbbells. The following procedure is used for the

weight comparisons.

(i) Posing while looking at the avatar’s appearance of

himself/herself in the mirror.

(ii) Dumbbell lift with avatar A (Dumbbell Lift 1).

(iii) Dumbbell lift with avatar B (Dumbbell Lift 2).

(iv) Evaluate the weight ratio of Dumbbell Lift 2 when

the weight of Dumbbell Lift 1 is 1.0.

In the step (i), the subject is asked to look at the

avatar in a mirror and performs some poses that he/she

can imagine from that avatar in order to increase his/her

immersion in the avatar. This step contributes to im-

provement of his/her sense of ownership to the avatar. In

steps (ii) and (iii), two of the six avatars are presented

at random, and the subject performs a 2 kg dumbbell

lift while looking at the avatar synchronized with his/her

movements in the mirror. Note that the subject does not

Fig. 4 States of the forearms (the start of the dumbbell
lift (left), the end of dumbbell lift (right))

know the weight of the dumbbell is 2 kg. In step (iv), a

slider that shows continuous values between 0.0 and 2.0 is

used to rate the perceived weight of Dumbbell lift 2 com-

pared to the weight of Dumbbell lift 1. The evaluated

weight ratio here is the weight illusion quantity of this

trial. The weight illusion quantity is defined as Eq. (3).

Weight illusion quantity

=
Weight of Dumbbell lift 2

Weight of Dumbbell lift 1
(3)

While the subject performs the steps (ii) and (iii), the

position coordinates of his/her right forearm is obtained.

As shown in Fig. 4, markers are added to the right fore-

arm of the motion capture suit. In addition, EMG sensors

are attached to the brachial bicep and forearm to measure

EMG.

The total number of trials is 36, including 30 avatar

combinations and six dummy comparisons.

3.4 Post evaluation

At the end of the experiment, the subject is asked to

answer questions about his/her immersion and sense of

unity for each of the six avatars used in the weight com-

parison task. To answer, a seven-point Likert scale (−3

for “did not feel at all,” 0 for “neutral” and +3 for “felt

very strongly”) is used. In this evaluation, a sense of

agency and a sense of ownership are used as indices to

measure the immersion and the sense of unity. The fol-

lowing questions are asked in the post-evaluation.

Q1. Did you feel that the avatar’s movements matched

your movements?

Q2. Did you feel that your avatar was reflected in the

mirror?

Q3. Did you feel as if you were the avatar?
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Fig. 5 EMG measurement (sensor position (left), exam-
ple of resulting graph (right))

4. Results

Five male subjects aged 20-24 years, whose weight per-

ception was judged to be normal by comparing the weight

ratio of two dumbbells, participated in the experiment.

4.1 Analysis of the velocity and EMG

The analysis target section is from the start of the

dumbbell lift to the end of the dumbbell lift. Figure 4

shows the states of the forearm at the start and end of

the dumbbell lift.

The velocity is calculated from the coordinates of the

marker of the right forearm obtained by the motion cap-

ture system. The velocity data point for each dumbbell

lift is the average of the frame-by-frame velocities within

the analysis section. The velocity data point for each trial

is obtained using Eq. (4).

V elocity data point

=
V elocity data for Dumbbell lift 2

V elocity data for Dumbbell lift 1
(4)

There are 150 data points from the five subjects. Of

these, 142 velocity data points were successfully obtained

and analyzed.

EMG data were measured with an EMG sensor

(TRUNK SOLUTION CORPOTATION, TS-MYO). The

position of the EMG sensor is shown in Fig. 5. First,

EMG data were full-wave rectification. The EMG data

point for each dumbbell lift were averaged over the full-

wave rectified data within the analysis section. The EMG

data point for each trial is obtained using Eq. (5).

EMG data point

=
EMG data for Dumbbell lift 2

EMG data for Dumbbell lift 1
(5)

There are 150 data points obtained from the five sub-

jects.
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Fig. 6 Scatter plot of the avatar impression quantity and
weight illusion quantity data points

4.2 Correlation between the avatar impres-
sion quantity and the weight illusion
quantity

The purpose of this experiment is to clarify the effects

of the illusion on the body. The five subjects showed a

negative correlation between the avatar impression quan-

tity and the weight illusion quantity. Spearman’s rank

correlation analysis was conducted on the avatar impres-

sion quantity and the weight illusion quantity. A sig-

nificant negative correlation was obtained (ρ = －.44,

p < .001). Figure 6 shows a scatter plot of the avatar im-

pression quantity and weight illusion quantity data points

for the subjects with the negative correlation.

4.3 Correlation between the avatar impres-
sion quantity and the velocity data point

Spearman’s rank correlation analysis was performed

on the avatar impression quantity and the velocity data

point, taking into an account the influence of outliers.

A significant positive correlation was obtained (ρ = .36,

p < .001). There is a relation between the strength im-

pression of the avatar and the lifting speed of the dumb-

bell. Figure 7 shows a scatter plot of the avatar im-

pression quantity and velocity data points for the five

subjects.

The positive correlation between the avatar impression

quantity and velocity data points was confirmed. There-

fore, the velocity data was decomposed into X, Y and Z

components, and relations between each component and

the avatar impression quantity were analyzed. As a re-

sult, no significant correlation was found between the X

and Z components and the avatar impression quantity
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Fig. 7 Scatter plot of the avatar impression quantity and
velocity data points
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Fig. 8 Scatter plot of the avatar impression quantity and
Y component velocity data points

(X: ρ = .06, p = .50, Z: ρ = .12, p = .14). A significant

positive correlation was found between the Y component

and the avatar impression quantity (ρ = .37, p < .001).

The correlation between the avatar impression quantity

and the Y component of the velocity data shows the same

trend as that between the avatar impression quantity and

the velocity data point. Therefore, there is a possibil-

ity that there is a relation between the degree of avatar

strength impression and the velocity of motion in the Y

direction. Figure 8 shows a scatter plot of the avatar im-

pression quantity and Y component velocity data points

for the five subjects.
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Fig. 9 Scatter plot of the weight illusion quantity and
velocity data points
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Fig. 10 Scatter plot of the weight illusion quantity and
Y component velocity data points

4.4 Correlation between the weight illusion
quantity and the velocity data point

Spearman’s rank correlation analysis was performed on

the weight illusion quantity and the velocity data point,

taking into an account the influence of outliers. No corre-

lation was found (ρ = －.15, p < .01). However, the five

subjects showed negative correlations including a signif-

icant negative correlation (ρ = －.32, p < .01) for the

weight illusion quantity and velocity data points. There-

fore, it is possible that a relation between the weight illu-

sion quantity and the velocity data point can be obtained.

Figure 9 shows a scatter plot of the weight illusion quan-

tity and velocity data points for the five subjects.

The analysis of the avatar impression quantity and the
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Fig. 11 Scatter plot of the avatar impression quantity
and forearm EMG data points
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Fig. 12 Scatter plot of the avatar impression quantity
and brachial bicep EMG data points

velocity data point confirmed a similar trend both in the

avatar impression quantity and velocity data points and

in the avatar impression quantity and Y component ve-

locity data points. Therefore, it was thought that the

trend could be also appeared in analyzing the weight il-

lusion quantity and velocity data points by decomposing

the velocity data into X, Y and Z components. As a

result, no significant correlation was found between the

X and Z components and the weight illusion quantity

(X: ρ = －.03, p = .74, Z: ρ = －.09, p = .28). A

significant negative correlation was found between the Y

component and the weight illusion quantity (ρ = －.23,

p < .001). Figure 10 shows a scatter plot of the weight

illusion quantity and Y component velocity data points
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Fig. 13 Scatter plot of the weight illusion quantity and
forearm EMG data points
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Fig. 14 Scatter plot of the weight illusion quantity and
brachial bicep EMG data points

for the five subjects.

4.5 Correlation between the avatar impres-
sion quantity and the EMG data point

Spearman’s rank correlation analysis was performed on

the avatar impression quantity and the forearm EMG

data point, taking into an account the influence of out-

liers. A significant positive correlation was obtained

(ρ = .36, p < .001). This is a different trend from a

previous study3). Figure 11 shows a scatter plot of the

avatar impression quantity and forearm EMG data points

for the five subjects.

Spearman’s rank correlation analysis was also per-

formed on the avatar impression quantity and the

brachial bicep EMG data point, taking outliers into ac-

45

IIEEJ Transactions on Image Electronics and Visual Computing Vol.12 No.1 （2024）



count. No correlation was found (ρ = .06, p = .48).

This result is similar to a previous study3). Figure 12

shows a scatter plot of the avatar impression quantity and

brachial bicep EMG data points for the five subjects.

4.6 Correlation between the weight illusion
quantity and the EMG data point

Spearman’s rank correlation analysis was performed on

the weight illusion quantity and the forearm EMG data

point, taking into an account the influence of outliers.

A significant negative correlation was obtained (ρ = －
.23, p < .01). This is a different trend from a previous

study3). Figure 13 shows a scatter plot of the weight

illusion quantity and forearm EMG data points for the

five subjects.

Spearman’s rank correlation analysis was also per-

formed on the weight illusion quantity and the brachial

bicep EMG data point, taking outliers into account. No

correlation was found (ρ = －.17, p < .05). This result is

similar to a previous study3). Figure 14 shows a scat-

ter plot of the weight illusion quantity and brachial bicep

EMG data points for the five subjects.

5. Discussion

This experiment showed a negative correlation between

the avatar impression quantity and the weight illusion

quantity, the positive correlation between the avatar im-

pression quantity and the velocity data point, and the

negative correlation between the weight illusion quan-

tity and the Y component of the velocity data point.

These suggest that the stronger the impression of avatar

strength, the lighter the object may be perceived and the

faster the object is lifted. The positive correlation was

also obtained between the avatar impression quantity and

the forearm EMG data point. Mero et al. showed that

parameters such as EMG also increased with a running

velocity7). The positive correlations between the avatar

impression quantity and the velocity data point and be-

tween the avatar impression quantity and the forearm

EMG data point also support this suggestion.

6. Conclusion

In this study, with the aim of clarifying the effects on

the body during the weight illusion using a whole-body

avatar with different impressions of the avatars, we in-

vestigated the relations between the avatar impression

quantity, the weight illusion quantity, and the change in

motion by measuring the velocity and the EMG during

the weight comparison of dumbbells. As a result, it is pos-

sible that subjects who have a relation between the avatar

impression quantity and the weight illusion quantity also

have a relation between the avatar impression quantity

and the change in motion. In addition, because the five

subjects showed negative correlations for the weight il-

lusion quantity and velocity data points, it is possible

that a relation between the weight illusion quantity and

the change in motion can be more clearly obtained by

increasing the number of subjects.
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<Summary> With the rapid spread of smartphones, user authentication on smartphones has become essential. However, 

conventional user authentication methods using PINs, passwords, pattern locks, etc. have a problem in that users are not 

authenticated continuously after the first successful authentication; therefore, there is a risk that an authenticated smartphone 

might be used improperly by unauthorized individuals. To address this problem, continuous authentication that verifies the 

user’s identity without burdening the user by continuously acquiring biometric information from his/her daily smartphone 

usage has been proposed. Specifically, as smartphones are utilized for various purposes, ensuring the authenticity of the user 

during text input actions is crucial. Therefore, in this paper, we focus on achieving continuous authentication on smartphones 

on the basis of flick input behavior, which is a typical text input action by many smartphone users. We aimed to extract 

user-specific features from Japanese free text input through flick operations in daily usage and evaluated the effectiveness of 

continuous authentication on the basis of these extracted features. The simulation results indicated that a certain level of 

authentication accuracy can potentially be maintained by appropriately selecting suitable features. 

Keywords: biometrics, smartphones, continuous authentication, behavioral biometrics, flick input, free text 

1. Introduction

With the rapid spread of smartphones, there has been an 

increase in opportunities to handle users’ personal 

information on smartphones, which makes user 

authentication technology essential for security and privacy 

protection. Conventional user authentication methods for 

smartphones include PINs, passwords, and pattern locks; 

however, these methods have a problem in that users cannot 

unlock their smartphones when they forget the passwords 

and patterns they have set. There is an additional problem in 

that a malicious third party may impersonate a legitimate 

user by shoulder hacking or password/pattern guessing from 

a residual fingerprint on the touch screen. Therefore, 

biometric authentication technology that utilizes biometric 

information obtained from sensors installed in smartphones 

has been attracting attention1). 

However, since smartphones are highly portable and 

authentication is performed in various environments, 

changes in the usage environment may affect the reliability 

of biometric authentication on smartphones. Moreover, in 

any of the above user authentication methods, the 

smartphone may be stolen and misused by others after the 

first authentication success. In fact, one in ten smartphone 

owners in the U.S. is a victim of theft2). As a solution to the 

first problem, a biometric authentication method was 

proposed with a function for recognizing the usage 

environment on the basis of “context awareness,” which is 

the concept of being able to respond to changes in the 

situation of people, objects, and environments3). It was 

shown that this method improves the reliability of user 

authentication by allowing the system to adaptively select an 

authentication method suitable for the user’s usage 

environment at the time of authentication. As a solution to 

the second problem, the implementation of a continuous 

authentication function4) was proposed to prevent 

unauthorized smartphone use after the first authentication 

success by continuously acquiring biometric information 

without burdening the user. In one of our previous studies5), 

a usage environment-aware continuous authentication 

system that combines these two functions was proposed, and 

its application can improve the convenience and security of 

smartphones. The system runs in the background to 

continuously authenticate the user. 

Continuous authentication has been extensively 

researched by using various features that can be extracted 

from smartphone sensors and the devices’ internal 

information, such as walking patterns, SMS activity, Wi-Fi 
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usage, application usage history, finger movements during 

device operation, and changes in the touch area on the 

screen6)–9). Moreover, as smartphones are utilized for various 

purposes ranging from SNS and email to password or PIN 

input, ensuring the authenticity of the user during text input 

actions is crucial. Therefore, continuous authentication10)–12) 

has been attracting attention, especially for text input actions 

including flick input, which is used by approximately half of 

the smartphone users in Japan13). In previous studies, 

specific text designated by the examiners has been used as 

verification data. However, requiring users to input specific 

text for each authentication interrupts their ongoing tasks 

and is not ideal for user convenience.  

Therefore, in this paper, we propose a new continuous 

authentication method based on flick input behavior. We 

assume that users input Japanese free text during flick 

operations in their daily use and that user-specific features, 

representations of biometric traits unique to each user, are 

extracted from that input. We utilize these extracted features 

for continuous authentication and validate the effectiveness 

of the proposed method. 

2. Smartphone-based Continuous Authentication

In this paper, which is a successive study to one of our 

previous works5), we focus on a continuous authentication 

system with a usage-environment recognition function based 

on “context awareness” 9), as shown in Fig. 1. 

This system utilizes a user authentication function that is 

commonly installed in smartphones to verify the user’s 

identity, and when it is confirmed, the system unlocks the 

device and starts continuous authentication. In the 

continuous authentication, both the usage environment 

information and biometric information are acquired at 

regular intervals because the user’s behavior and the 

location in which the device is used may change from time 

to time. As in our previous study9), the acquired usage 

environment information includes acceleration, time, and 

screen brightness, and the biometric information includes 

face image and swipe touch information (contact position, 

contact area, and contact time). After acquiring the usage 

environment and biometric information, the system 

recognizes the usage environment by utilizing the usage 

environment information and selects an environment label 

corresponding to the recognition result from a template 

database. Then, the features in the template database 

included in the environment label are matched with the 

features extracted from the acquired biometric information. 

If the authentication succeeds, the system repeats the 

Fig.1  Usage environment-aware continuous authentication system 9) 
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acquisition of the usage environment and biometric 

information. If the authentication fails, the system locks the 

device and goes back to the initial (conventional) user 

authentication process. 

As discussed earlier, ensuring the authenticity of 

individuals during text input actions on smartphones is an 

important challenge. Smartphones feature multiple text input 

methods such as toggle input, free key input, and flick input, 

and in Japan, flick input is the most widely used. Flick input 

utilizes a keyboard layout based on the Japanese Gojuon 

table14) and allows entering the intended characters by 

tapping each key followed by flicking up, down, left, or 

right. Since it involves different operations from normal 

swipe touch input, the individual authentication using swipe 

touch information introduced in our previous study9) is not 

suitable for flick input. Therefore, acquiring flick input 

features in addition to conventional biometric information 

needs to be considered for our system.  

3. Related Work

Several studies have examined continuous authentication 

using smartphone flick input features. For example, Izumi et 

al.10) conducted feature extraction from flick input in 

Japanese documents and verified the accuracy of individual 

identification and user authentication using weighted 

Euclidean distance and the Array Disorder method. In their 

experiments, they selected approximately 300 characters per 

document as keystroke data from a Japanese translation of 

the novel “Alice’s Adventures in Wonderland” and obtained 

data from five documents from participants. Subsequently, 

using the leave-one-out method, they evaluated the accuracy 

by taking one document from all the profile documents, 

treating it as an unknown document. Ito et al.11) categorized 

each character in the text input data by vowels and 

performed authentication using five classifiers based on the 

One Class Support Vector Machine (OCSVM)15). In their 

experiments, they acquired input data from approximately 

200 characters in three different texts. Two of the texts were 

used as training data, while the remaining text was used as 

test data for authentication. The accuracy was evaluated 

based on this setup. Motoyama et al.12) proposed an 

authentication method intended for short-duration 

authentication, limiting the number of flick input characters 

to ten or less. They also compared the identification 

accuracy using various machine learning algorithms. In their 

experiments, they obtained the data by inputting two 

different Japanese text strings of “さとうきびばたけ 

(sugar cane field)” and “めーるとてにす  (mail and 

tennis)” five times each. The acquired data was randomly 

divided into training data and evaluation data at a 4:1 ratio 

for each text string, and machine learning was applied to 

assess the accuracy. 

As described above, previous studies have evaluated 

authentication accuracy focusing on flick input behavior 

using various features and training methods for continuous 

authentication on smartphones. However, Motoyama et al.12) 

used the same character texts for both training and validation 

data, while Izumi et al.10) and Ito et al.11) used different 

character texts for training and validation data, although 

these texts were still specified by the examiners. In the 

context of continuous authentication on smartphones, 

user-specific features should preferably be extracted from 

normal device interactions without imposing specific 

authentication actions on users. Therefore, in continuous 

authentication using flick input features, requiring the user 

to input specific text when authenticating leads to an 

interruption of daily-use operation, which is not desirable 

from the viewpoint of usability. 

Considering the above, the main problem with the 

previous studies on continuous authentication using flick 

input features on smartphones is the interruption of daily-use 

operation by requiring users to input specific text each time 

the authentication is performed. 

4. Proposed Method

We address the problem described in the previous 

section by using a method for extracting user-specific 

features from users’ flick operations during daily use. In this 

method, instead of extracting user-specific features from 

specific text as in the previous studies, we extract them from 

Japanese free text that users input with flick operations 

during their daily use and then utilize these features for user 

authentication. As shown in Fig. 2, in the previous methods, 

the user’s daily-use operation is interrupted by inputting 

specific text at each authentication timing in continuous 

authentication. In contrast, the proposed method 

circumvents the interruption of daily-use operation by 

performing authentication using user-specific features 

extracted from the user’s flick operations during daily use 

such as SNS messages and Web searches. 

In this paper, we focus on how to achieve continuous 

authentication during text input on the basis of flick input 

behavior in the system shown in Fig. 1. To this end, we 

added flick input information to the “Biometric information”, 

and flick input features to the “Feature extraction” in the 

system. Utilizing these changes, we propose an 
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authentication method based on user-specific features 

extracted from Japanese free text input through daily flick 

operations. 

5. Experiments

We conducted experiments to evaluate the effectiveness 

of the proposed continuous authentication. All of the 

experiments were conducted under a protocol approved by 

the University of Kitakyushu with informed consent from 

the participants. 

5.1 Flick input data collection 

We used iPhone 11 and iPhone 12 devices to collect 

flick input data, targeting a group of 13 participants 

comprising university students aged 18 to 24 (eight men and 

five women). As a daily input method, 12 were using flick 

input and the remaining one was using toggle input. As a 

daily-use device, 11 were using iOS devices and two were 

using Android devices for more than 5 years. During text 

input using flick input, a keyboard (shown in Fig. 3(a)) is 

displayed. By tapping or tapping and then swiping each key 

(as shown in Fig. 3(b)), specific characters can be entered. 

First, each participant, while seated, performed flick input to 

input approximately 300 hiragana characters14) taken from 

the beginning of the novel “Run, Melos16)” as a fixed text for 

training data, which took an average of 4 minutes. Second, 

they input free text for evaluation data. In this experiment, a 

self-made application was used to collect the data and both 

the training and evaluation data were collected on the same 

day. For the training data, we utilized the fixed text to ensure 

that enough features were obtained. For the evaluation data, 

we assumed free text and asked each participant to input five 

pieces of arbitrary text in hiragana characters for each of the 

following categories I–III. 

I. SNS Messages: Recent messages sent on social

networking platforms such as LINE, Instagram

DM, etc.

II. Web Search: Words or phrases you want to search

for.

III. To-Do List: Plans and tasks scheduled for today

and beyond.

5.2 Feature extraction 

We extracted features from the collected flick input data. 

Referring to previous studies10)–12), we used the features 

listed in Table 1. 

5.3 Outlier removal 

The feature vectors created by arranging the extracted 

features may contain outliers, which could potentially affect 

the classification accuracy. We therefore removed outliers 

using the local outlier factor (LOF)17) on the basis of past 

research11). LOF is an outlier detection algorithm that 

identifies anomalies within a dataset by comparing the 

density of data points to their surroundings. It calculates the 

local anomaly factor for each data point and is used to 

identify abnormal points in the dataset. Note that outliers 

Fig.2  Comparison of continuous authentication between previous and proposed methods 
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were removed for each type of feature in this experiment. In 

this case, the parameter k, which specifies the number of 

data points to be considered as neighbors for each data point, 

was set to 7, and the LOF score threshold was set to 0.08. 

These parameters were determined on the basis of the results 

of preliminary experiments. 

5.4 Feature selection 

Among the features listed in Table 1, 11 types (indicated 

by numbers 1, 2, 3, 4, 11, 12, 13, 14, 15, 16, 18) were used 

for tap actions (corresponding to vowel “a”), and all 18 

types were used for flick actions (corresponding to vowel 

“i,” “u,” “e,” and “o”). We examined feature vectors 

comprising all combinations of these 11 or 18 types and 

searched for which combinations of feature vectors were 

effective for continuous authentication. The combinations of 

feature vectors resulted in 2,047 variations for tap actions 

and 262,143 variations for flick actions. 

5.5 Training 

In the continuous authentication envisioned in this paper, 

training data from persons other than the user themselves is 

difficult to obtain. Additionally, creating 46 different 

classifiers for each hiragana character would incur 

significant training costs. Therefore, with reference to the 

literature11), we created five classifiers using OCSVM for 

each vowel in the input characters (see Fig. 4). As a result, 

we reduced the training cost and conducted user 

authentication solely on the basis of the user’s own data. 

Table 1  Feature types 

No. Feature 

0 Vowel: Vowel in the input character (used 
for classifier selection) 

1 Current Character: Current input character 

2 Previous Character: Character input at the 
previous time 

3 Current Consonant: Consonant of the 
current input character 

4 Previous Consonant: Consonant of the 
character input at the previous time 

5 Flick X Displacement: Displacement of the 
X-coordinate from the start to the end of the
flick

6 Flick Y Displacement: Displacement of the 
Y-coordinate from the start to the end of the
flick

7 Flick Distance: Length of the trajectory 
from the start to the end of the flick 

8 Flick Curvature: Curvature of the flick 

9 Flick Speed: Average speed from the start to 
the end of the flick 

10 Flick Angle: Angle between the line 
connecting the start and end points of the 
flick and the X (Y) axis 

11 Input Time: Time from the start to the end 
of the flick 

12 Time Gap Before: Time from the end of the 
previous input to the start of the current 
input 

13 Time Gap After: Time from the end of the 
current input to the start of next input 

14 3-Axis Composite Acceleration: Average
value of composite acceleration in three
axes during input

15 3-Axis Composite Angular Velocity:
Average value of composite angular
velocity in three axes during input

16 Touch Radius: Radius of the circle when 
touching the screen at the beginning of the 
flick 

17 Average Touch Radius: Average radius of 
the touched area from the start to the end of 
the flick 

18 Input Interval: Time duration from pressing 
one key to releasing the next key 

(a) Initial state (b) During flick input 

Fig.3  Overview of flick input keyboard 
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5.6 Evaluation method 

As described earlier, we used fixed text comprising 

approximately 300 characters as training data and free text 

as evaluation data. In the experiment, we used the training 

data obtained from each participant to create classifiers for 

each vowel in the input characters. Subsequently, we applied 

the created classifiers to the user’s evaluation data and 

evaluation data from individuals other than the user for 

authentication. Here, the authentication was performed on a 

character-by-character basis. We evaluated the 

authentication accuracy by 

(1) 

TP (True Positives) represents the number of times the input 

actions of the user were correctly identified as belonging to 

the user. TN (True Negatives) represents the number of 

times the input actions of others were correctly identified as 

belonging to others. FP (False Positives) is the number of 

times the input actions of others were incorrectly classified 

as belonging to the user. FN (False Negatives) is the number 

of times the input actions of the user were incorrectly 

classified as belonging to others. Note that the values of TP, 

TN, FP, and FN were calculated for all participants’ data by 

swapping the training data. 

5.7 Experimental results 

Authentication accuracy was evaluated on the basis of 

the method outlined in 5.6. First, we calculated the 

authentication accuracy for each feature vector. In this case, 

the parameters for OCSVM were set with the nu value of 

0.9 to control the proportion of outliers and the kernel 

function of rbf (radial basis function)15). These parameters 

were determined on the basis of the results of preliminary 

experiments. Table 2 presents the top five combinations of 

feature vectors that showed the highest authentication 

accuracy for each vowel under these settings. The numbers 

in the “Feature vector combinations” column in Table 2 

correspond to the feature numbers listed in Table 1. 

Additionally, the results of comparing the authentication 

accuracy obtained in this experiment with those from 

previous studies10)–12) are presented in Table 3. The average 

False Reject Rate (FRR) and False Accept Rate (FAR) for 

the feature vector combinations shown in Tables 2 and 3 

were approximately 28% and 7%, respectively. In this 

experiment, we did not consider feature variation over time 

when there is a time gap between the collection of training 

and evaluation data, nor the influence of user’s proficiency 

in flick input on authentication accuracy. 

5.8 Consideration 

From Table 2, among the combinations of feature 

vectors that exhibited higher authentication accuracy, no. 11 

was the most frequently included, followed by nos. 4, 15, 

and 16. Nos. 11 (Input Time) and 16 (Touch Radius) were 

also frequently included, which suggests that individual 

features on the touchscreen during flick input operations are 

reflected in the input time for each character and the radius 

of the finger touching the screen at the beginning of the flick. 

Moreover, the abundance of no. 4 (Previous Consonant) 

indicates a substantial influence of the character entered 

prior to the current one, meaning the position of the finger 

before input. Furthermore, the prevalence of no. 15 (3-Axis 

Composite Angular Velocity) suggests that the features 

related to flick input operations manifest not only on the 

touchscreen but also in the device’s motion. This 

observation is further supported by the relatively high 

occurrence of no. 14 (3-Axis Composite Acceleration). 

According to Table 3, the authentication accuracy is 

approximately 5% lower in this experiment than in the 

previous studies. This difference can be attributed to the 

variations in the data used. In the previous studies, both 

training and validation data were based on the same dataset 

or specific texts chosen by the examiners. In contrast, our 

experiment utilized free-text input. Moreover, our 

experiment assumed the text that users typically input and 

Fig.4  Classifier determination for input characters 
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utilized different text for each participant as validation data, 

resulting in relatively shorter input texts. These factors are 

likely responsible for the observed decrease in 

authentication accuracy when comparing this study with 

previous ones. 

On the basis of the above results, in the context of 

continuous authentication on smartphones using flick input 

features, authentication accuracy tends to be lower when 

free text is used than when fixed text is used. However, by 

appropriately selecting suitable features, a certain level of 

authentication accuracy can potentially be maintained. 

6. Conclusion

In this paper, we focused on continuous authentication 

on smartphones utilizing flick input features. We aimed to 

extract user-specific features from Japanese free text input 

through flick operations in daily use and evaluated the 

effectiveness of continuous authentication on the basis of 

these extracted features. 

Future work will include an evaluation of the entire 

performance of the proposed system that includes the flick 

input features described in this paper. Our principal areas of 

study will include the selection of text to be used as training 

data, experimental evaluations with an increased number of 

participants and variation in features over time, and 

evaluations considering the balance between resource 

consumption and authentication accuracy through the 

appropriate selection of authentication timing and methods 

to overcome the issue of resource consumption during 

system operation in practical implementation18). 
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